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ABSTRACT

Multi-view Video plus Depth (MVD) data refer to a setcohventional color video sequences and an assdciateol
depth video sequences, all acquired at slightlfediht viewpoints. This huge amount of data netates a reliabl
compression methodHowever, there is no standardized compression rdefobo MVD sequences. H.264/MV
compression method, which wasandardized for Mul-View-Video representation (MVV), has been the subjec
many adaptations to MVD. Howevéirhas been shown that MVCnot well adapted to encode m-view depth data.

We propose a novel option as for compression of M¥&a. Its main purpose is to preserjoint color/depth
consistency.The originality of the proposed method relies om tise of the decoded color dais a prior for the
associated depth compression. This is mee ensureconsistency in both types of data after decoding. €rategy it
motivated by previous studies of artifacts occugrinm synthesized views: most annoying distortiores lacatecaround
strong depth discontinuities and these distortmesdue to misalignment of depth and color edgateaoded image
Thus the method is meant to preserve edges amstweeconsistent localization of color edges arpdidedge:

To ensure compdtility, colored sequences are encoded with H.26dptD maps compressi is based on a 2D still
image codec, namely LAR (Locally adapted Resolytidihconsists in a qui-tree representation of the images. °
guadiree representation contributes in tireservation of edges in both color and depth ¢

The adopted strategy is meant to be more percépti@en than sta-of-the-art methodsThe proposed approach is
compared to H.264 encoding of depth imagebjective metrics scores are similar with284 and with the propost
method, and visual quality of synthesized viewisnigroved with the proposed approe
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1. INTRODUCTION

3D Video applicatior’s such as 3D Television (3DTV) or FrViewpoint Television (FTV), require the use of sk
conventional video sequences to ensure depth gemsatt to offer novel iews of a scene. For these purposes, the u
color and geometry information of the scene iskine MVD data refer to a specific representation of an aleskscen:
and meet this need. They consist in a set of cdioraal color video sequences and associated set of depth vid
sequences, all acquired at slightly different vieumps

A first issue refers to the need for an efficiMVD compression method, considering the huge amoiittata to be
processedUp to now, there is no standardized cression method for MVD sequences. Most of the psep
compression methods rely on the extension of -of-the-art 2D codecs. The most popular is H264/£ whose 3D
extension (standardized for Muliiew-Video representation, MVV), namely H.264/MVC for M-view Video
Codind’, has been the subject of many adaptatfor MVD compression However,the exploitations of the spati
inter-view redundancies in both typetdat: turn out to be isufficient in particular cases. For instanMerkle et al.®
observed that in case of large disparity betweendifferent views of mul-view sequences, the predictions structi
did not resultm an improved coding efficien.

A second issue refers to the synthesis of novws from decoded data.eW intermediate viewpoints can be generi
from depth and color dathrough Dept-lmage-Based-RenderifigDIBR) methodsPrevious studies already point



out the impact of depth encoding on the synthesiratdes. Compression-related artifacts that mayrperceptible in
depth maps cause important distortion during tmetesis proceds

Many methods have been proposed recently in ocdaddress the aforementioned issues. Various engatiiategies
are possible to achieve depth map compressionr&letadies have proposed bit-rate-control methydslying on the
objective quality of the resulting synthesized \éewr on a distortion mod8l A popular and efficient strategy is the
post-processing of depth maps after decadi@epth-adapted encoding methtfds'*have also been proposed. Section
0 gives a review of these methods. Our work isinle with the depth-adapted encoding strategy stheemethod
proposed in this paper relies on a content-baga@sentation of the depth map.

The main purpose of this novel framework is to pres the consistency between color and depth @atastrategy is
motivated by previous studieef artifacts occurring in synthesized views: mashoying distortions are located around
strong depth discontinuiti&sand these distortions are due to misalignmenepftidand color edges in decoded images.
Thus the method is meant to preserve edges andstoee consistent localization of color edges amuttdedges. It is
based on a 2D still image codec, namely '&Rocally adapted Resolution). The LAR codec is bdase a quad-tree
representation of the images. In this quad-tree,sthaller the blocks, the higher the probabilitytted presence of a
depth discontinuity. Analogously, big blocks copesd to smooth areas. The quad-tree representaiignibutes in the
preservation of depth transitions when target &ii¢-rdecreases. Another original contribution of gheposed method
relies on the use of the decoded color data aseimoa for the enhancement of the associated decdeleith, together
with information provided by the quad-tree struetufhis is meant to ensure consistency in bothstygfedata after
decoding.

This paper is organized as follows: Section 2 mhiies the compression issues for MVD data. Se&ipresents the
proposed method. Section 4 defines the experimgmtabcol and gives the results. Finally Sectiondhcludes the
paper.

2. COMPRESSION OF MVD SEQUENCESAND QUALITY OF SYNTHESIZED VIEWS

This section presents the main issues related t®Mbmpression and a review of the proposed methddsessing
these problems in the literature.

Most of the proposed compression methods for MVEadely on the extension of state-of-the-art 2Dewsd Sets of
color and depth sequences can be separately entudedh existing 2D methods. This is an evidemoeing strategy
because depth maps, being monochromatic signalsaasidered as conventional sequences. Howevah deps are
not natural images. They provide structural infatioraof the scene: large and smooth regions oft#ariy to the same
depth plane. The closer the depth plane is fronatwiring camera, the lighter the region. Thigiteto smooth areas
with sharp edges. The edges correspond to depisiticans.

Previous studié$*®'® have shown that coding artifacts on depth data dramatically influence the quality of the
synthesized view. Particularly, the sharp edgab®tiepth maps are prone to synthesis errors elien depth maps are
uncompressed. As pointed out in a recent studlye synthesis process, with DIBR methods, indspesific artifacts
located around the edges of objects. These errera@ably due to depth map inaccuracy, numericahding, hole
filling method in DIBR, or both. Consequently, esaccurring in these specific critical areas af tepth maps are
enhanced by coarse compression. The impacts ofh dephpression on visual quality of synthesized giesan be
explained by the fact that 2D codecs are optimipediuman visual perception of color images. Tlautifacts, that may
be imperceptible when visualizing the depth mapdpce distortions because during the synthesisy#ping process
relies on wrong depth values. The impacts of depthpression was observed in different studies

Consequently, efforts have been directed in ordgrropose depth compression methods more adaptig tepecial
features of depth maps. Morva al.*? proposed to represent the depth map thanks telgist(piecewise linear
functions). The depth map is first divided througrad-tree decomposition and each block is apprdriegnay a platelet.
The platelet-based compression outperformed JPEGROEhe study. An additional interesting companiseould be
that against H.264/AVC. Moreover, in this studye tipin is evaluated with respect to the depth disto (in PSNR).
This protocol of validation is questionable becasisee the artifacts in the two compared methodsdéfferent, their
impact on the synthesis may also be different. Yet, quality of the synthesized views generatednftbe decoded
depth maps is not presented. Grazigisal."® also proposed a block partioning method associtied least-square
prediction for depth map compression. In this mdthihe validation is also achieved by comparing diepth map



distortion from different compression scheme (JP&IR2and H.264 intra). The method includes the disedictionary,
containing concatenations of scaled versions ofipusly encoded image blocks. Sarkis et‘ahroposed a depth
compression method based on a subsampling in ¢éggidncy domain followed by a reconstruction usintpa-linear
conjugate gradient minimization scheme. The metllsd meant to preserve the particular featureh@fdepth map.
The method outperformed JPEG and JPEG2000.

As Morvanet al. and Graziosét al., our method relies on a block partioning. Contraryhe aforementioned methods,
we choose to evaluate the performances of our rdetigainst H.264, whose artifacts in the depth nmalude less
annoying distortions than JPEG2000 (Gibbs effecthim depth map induce disastrous distortions insymhesized
view). The quantization used in our method is aifferent since we choose to modify the block manithg of the depth
map according to the target bit-rate. The nexti@eatill present our proposed method that is mearmreserve object
edges to maximize the synthesized view quality.

3. PROPOSED METHOD

Since color and depth sequences can be encodedjthteo different schemes, the proposed methodlen#iie use of
any compression method for the color sequencesutrcase, we use H.264 for color sequence encaditog it has
proved its efficiency for conventional color medi@mpression. Moreover, encoding color with a stashdadec enables
backward compatibility with classical 2D video. $lsiection presents the depth map encoding strategy.

3.1 Depth map encoding method

To address the first constraint regarding the pvasen of the depth map edges, a content-baseggeptation and
encoding is required. We choose to base our meathothe LAR method because the quad-tree repregmniat this
method matches the characteristics of the deptlsnfd®e LAR method is based on the assumption thahage can be
considered as the combination of two componengsgtbbal information and the details, which argessively the flat
image and the local texture. The flat image andlidloal texture both rely on the same quad-treeasgrtation. Each
pixel in the flat image is assigned the mean valuge pixels of the block it belongs to. Each pixethe local texture is
then assigned the compensated error. Figure 1tdepis principle.

Flat image (low resolution) Texture image (details) Original Image

Figure 1. Assumption of LAR method.
Since depth maps do not contain high frequencysatéa local texture (that is to say the detadshot essential and
represents an avoidable additional cost of commesdhus, only the flat image is considered andoeed in the
method we propose.

3.1.1 Quad-tree decompaosition

The quad-tree decomposition is dependent on the fradient of the depth image. Given a thresholidr the local
gradient, the image is split into blocks: the higtiee local activity, the more splits. This leadssmall blocks around
object edges and bigger ones in continuous areas.
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Figure 2: Quad-tree decomposition (Book Arrival).

We denotePVmax-Nminl the quad-tree partition with,,,, and N,,;, the maximal and minimal allowed block sizes,
expressed as power of 2. Liebe an image anfi(x,y) a pixel ofl with coordinateéx,y). The blockb" (i, ) in I is
noted! (bV (i, j)), expressed as:

bV, ) ={(,y) ENy X Ny|[Nx i <x <NX(i+1),Nxj<y<NX(+1),N € [Npin . Nmar]} (1)

As explained before, the quad-tree partitiBH'max-Nminlrelies on the analysis of the local gradient. There
decomposition can be expressed as:

vI(bN(G, ), N
(N" € [N - Nogin[if max (1 (bV' i, /)) = min (1(™'(0,)) < Y, and if 3(k,m) € {0,1)?
N’ N’ (2
- [max (1 <b7(i +kj+ m)) —min (I(bZ(i+k,j+m)>Y

L Np,in Otherwise

The value of the threshold strongly influences the final representation af tmage. Figure 2 gives an example of
guad-tree decomposition for the first frameBobk Arrival sequence.

3.1.2 Compression scheme

The compression scheme in the LAR method is based pyramidal decompositith The pyramid, built from,

consists of a set of images, notec{lqsié’"“", as a multi-resolution representation of the imageerel,,,,, is the top of
the pyramid and = 0 is the lowest level, i.e. the full resolution ingad\t each level, the image is expressed by:

L=0,Lo(x,y) =1(x,y)
L_1(2x,2y) +L_12x+ 12y + 1) (3)
2

1>0,L(xy)=

The LAR method allows the prediction of each leskthe pyramid, from top to bottom. For each levbE associated
image of errors, also relying on the quad-tree dgmusition, can be transmitted to compensate theigiien errors. At
the decoder side, from the top to the bottom, tiegie is reconstructed.

Compression cost is mainly due to the encodingadlisblocks. This is why in our proposed method lsflacks are
not transmitted (those are blocks whose size i$ [aslV = N,,,;,). This is achievable thanks to the pyramidal
decomposition. The encoding of small blocks isteglao the image of errors corresponding to theckiMevel, i.eL,.
The lowest level is not encoded in the method veppse, and the image will be refined at the decsidlerthanks to the
analysis of the values of the nearest neighborksledhose size is such &s> N,,;,,: they will be predicted, depending
on the values of their closest larger blocks. Tisws bit-rate savings. The pseudo code of thégliotion is given in
Figure 3.



Prediction of lowest level of the pyramidal decomposition
L, is the estimated representation of the imageeatiitoder side, for levél
PWmax-Nminl s the quad-tree partition.
For I=L,0x - 4
Estimatel, as in the LAR method
End for
For each block of P such &= N,,4y ... 2 * Nppin

GivenPMmax-Nminl, then LoV (i, 1)) = Ly([5|, [
End For
For each block oP such asV = N,

Ly (b"Vmin(i,j)) = Mean value of the closest bloaR of P such asV > Ny,
End For

Figure 3: Pseudo code for Prediction Algorithm of lowest level of the pyramidal decomposition.

3.2 Rate control in depth map

Pasteauet al. '® suggested applying a quantization step dependirth@block sizes, in the case of conventional #sag
Our experiments revealed that in the case of deyph compression, this was not an adequate strdtecguse the
smaller the blocks, the coarser was the quantizgtius allowed bit rate savings because smalllbkre costly). Yet,

small blocks correspond to strong depth discortiEsiand errors occurring in these areas may heastdous effect at
the synthesis step. Figure 4 shows the impactefjtrantization as suggested in Pasttaal.*® (first column) at 0.06

bpp. Depth transitions are highly degraded and reslult in errors in the synthesized frame (thiodlmn, crumbling

artifacts around the head and around the legseotiiair). The synthesized frames obtained in Figuage generated
from original color data and decoded depth mapagrder to visually assess only the impact of depthngzation (i.e.

not the combined effect of both color and depth passion).



Decoded depth whemecoded depth when Frame synthesized fromFrame synthesized from

applying  quantizationapplying our proposed decoded depth whendecoded depth when
suggested in Pasteal strategy. applying quantization applying our proposed
al. suggested in Pasteati strategy

al.

Figure 4: Comparison of two decoded depth maps at 0.06bpp,
using the LAR method or the proposed method of rate control.

Thus, we propose a quantization achieved throughetfolution of the quad-tree representation ofithege. Small
blocks are costly and a way to reduce the bitisate reduce the number of small blocks. This iewplhat the quad-tree
representation can change according to the taigedtb. The number of small blocks is directlyated to the value of
the threshold. Thus, an increasing threshdiddecreases the bit-rate, so that the representatithe image contains
larger blocks. This corresponds to a spatial gmatitin that affects the values of the depth. Itltssn assigning the
same depth to object that were not formerly indhme depth plane. The dynamic range of the deptdisced but the
global structure is preserved. Figure 4 showstti@aproposed method (second column) renders siegui transitions.
The synthesized frame in Figure 4, fourth colunfmoves improvements compared to the previous stratbgyg column.
Figure 5 gives the quad-tree representations andefulting depth maps using two different thredgtidbr the quad-tree
decomposition. It shows that the semantic inforaratf the image is preserved.
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Figure5: Quantization of the depth map.

In this study, we empirically determined a modé&\aing the choice o depending on the target bit-rate. Based on the
analysis of the synthesized view quality scoresiokt for various values &f and according to the corresponding bit-
rateR of the encoded frames, we opted to an exponentidel such as:

Y = aePR )

R is the target bit-rateg andb are two constants. Previous experiments showedatka30 andb = —12 gave good
results for the tested sequence. Note that theheessawill differ from one MVD sequence to anothsmce the
representation of the quad-tree depends on thetsteuof the sequence, thlianodel depends on the depth structure of
the sequence.

3.3 Depth reconstruction at decoder side

To address the second constraint regarding theistensy between color and depth edges, recongirudiep is
included at the depth map decoder side, right dffterfirst estimation of the smallest blocks, aplaixed in Section
3.1.2. The additional step described in this sactian be considered as a second pass of the dmthstruction. It
consists of a multi-lateral filtering aided by thead-tree representation whose principles aregligrtbased on the
description ofLai et al. method". In our proposed method, the decoded associaled ictage is used to enhance only
the blocks smaller or equal to 4x4 in the depth .nSapall blocks are likely to be located around Hegiscontinuities.
Thus, it is believed that improving the accuracyhiese regions, according to the decoded assoaiated will ensure
consistency between color and depth edgesCbet the decoded associated color image,[aritie lowest level image
of the depth pyramidal decomposition. Iebe the set of pixels such as:

Q= Lo, |Lo(x,y) € Lo(bY())), N € [Ny ... 4] ®)

The reconstruction, noted, (x, y), of any pixel belonging t@ is expressed as:

_ _ N ) B lp=al _|Zo@-Lo@| _lLuma)-Luma(@l (6)
VLo(x,y) € Q,Lor(x,¥) = Loy(p) = - XgerLo(p) e 7 e 205 e 20¢ :

lp=all _|Lo@)-Lo@l _llLuma(p)-Luma(q)l| @
K= Ygere *de s e 20¢ ,




Tis the pixel window used for the calculatidnima is the luminance component of the decoded colagenLuma(p)
and Luma(q) are pixels of the luminance component of the dedocblor imagep,, o, o.are standard deviations
related to the spatial domain, the depth range dor(gmilarity of depth values), and the color randomain,
respectively.

Figure 6 gives the overview of the proposed methwodhis figure, at the encoding step, black blocksrespond to non
transmitted blocks.

N ot Block Encoding
Original Frame o] ~ Quad-tree  J_ | ock = (Small blocks not
partioning averagin transmitted)
& =
Y
Flat image
Decoding
Decoded Color-aided Prediction of small blocks | ——
depth map reconstructior thanks to larger neighbor
blocks

Figure 6: Overview of the proposed method.

4. EXPERIMENTS
4.1 Protocol

The proposed method is compared to state-of-theealidc H.264 in intra mode. As preliminary studtbs, experiments
concern only still images. First frames of viewsad 10 fromBook Arrival were encoded through both encoding
methods. Afterwards, decoded color and depth mage wsed to compute the intermediate view 8, throtlng
reference software, VSRS #5Since view 8 is among the originally acquiredwseit is considered as a ground truth
for the quality assessments. In this paper, thel-quee decomposition parameters akg;,, = 1 and N, = 12. In
Equation (4)a = 30 andb = —12. Finally, in Equation 7¢,; = 4, o, = 10, 6. = 3. The color images are encoded with
a QP varying from 0 to 50. Figure 7 gives an ovamwof the experimental protocol.
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Figure 7: Overview of the experimental protocol

4.2 Results

For the performance comparisons, a pixel-basedian@®SNR) and a more perception-oriented metric YWisual
Information Fidelity®) are considered. Figure 8 depicts the rate-distorcurve obtained by computing the PSNR
scores, and the VIF scores of the synthesized vieatls respect to the original acquired view. Aghibit-rates (higher
than 2bpp), the proposed method obtains better PsiRes. However, under 2bpp, H.264 performs better

The curve based on VIF scores shows that H.264tengroposed method give similar results at higirdies (higher
than 2bpp). However, contrary to the curve base®8NR, the curve based on the perception-orientedskiows that
the proposed method performs better at low bitstate

A visual appreciation is also useful to evaluat tethods. Figure 9 gives snapshots of the obtapethesized views
for 0.1bpp and 0.9bpp. Ghosting effect is percéptitith both methods behind the head of the manwvéder, the quad-
tree based method preserves better the verticalsedige vertical dark lines of the posters areebetindered with the
data encoded with the proposed method. At lowdi#-(0.1bpp), Figure 9 gives snapshots of the sgimhd views.
Although, PSNR score shows lower performancesHerpgroposed method at low bit-rate, the observaifoRigure 9

shows improvements around the edges of the symitesbjects. The ghosting effect around the hedldeofan is less
strong with the proposed method. The crumblindaats occurring around the leg of the chair at palvith H.264 are
no longer perceptible with the proposed method.
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Figure 8: Performance comparisons, in terms of PSNR and VIF, between the original view and the synthesized
view.

Bit rate = 0.9bpp Bit rate = 0.1bpp

H.264

Proposed method

Figure 9: Snapshots of synthesized views from data encoded with H.264 and from data
encoded with the proposed method.

5. CONCLUSION

We proposed a novel framework whose main purpo$e jseserve consistency between color and depjhsedepth
encoding is based on a 2D still image codec, narh@lR (Locally Adapted Resolution). It consists inqaad-tree



representation of the images. The quad-tree remiasmn contributes in the preservation of edgedepth data. The
originality of the proposed method relies on thepgmsed quantization method and the use of the @elcodlor data as
an anchor for the associated depth enhancemem¢ atecoder side. The proposed method showed \psuftirmances
similar to H.264 at high bit-rates and some improgats at lower bit-rates because it preservesritétieobject edges.
Future work should focus on the use of a more pi@eoriented criterion for the quad-tree deconitms. A method
to choose automatically the model, for any sequence, should also be investigatinally, the method should be
extended to exploit temporal redundancies in thelevkequence.
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