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Abstract—Dictionary based sparse estimators are based on the matching of continuous parameters of interest to a discretized sampling grid. Generally, the parameters of interest do not lie on this grid and there exists an estimator bias even at high Signal to Noise Ratio (SNR). This is the off-grid problem. In this work, we propose and study analytical expressions of the Bayesian Mean Square Error (BMSE) of dictionary based biased estimators at high SNR. We also show that this class of estimators is efficient and thus reaches the Bayesian Cramér-Rao Bound (BCRB) at high SNR. The proposed results are illustrated in the context of line spectra analysis and several popular sparse estimators are compared to our closed-form expressions of the BMSE.

I. INTRODUCTION

Sparse and redundant signal representations have recently drawn much interest in many different applications1 as for instance source localization, line spectra analysis, range/doppler estimation in radar signal processing etc. The main assumption is that signals of interest can be sparse or compressible in an overcomplete dictionary [1]. An important problem related to this subject is the off-grid problem [2], [3]. Indeed, the parameters of interest are continuous and the dictionary is based on a regularly spaced grid partitioning the parameter set. Thus, there exists an estimation bias (or quantization error) even at high Signal to Noise ratio (SNR) resulting from the fact that the parameters of interest generally do not lie on the grid.

As a consequence, the dictionary based estimator is biased even at high SNR.

To decrease the estimation bias, a natural solution is to sample the parameter space more finely at the cost of an increasing computational complexity and a highly coherent dictionary. Several algorithms have been proposed to resolve this problem [3], [4] but to the best of our knowledge, no study gives an analytical expression of the Bayesian Mean Square Error (BMSE) of dictionary based biased estimator at high SNR. Thus, in this work we derive analytical expressions of the BMSE for a regularly spaced dictionary at high SNR for random parameters of interest. We also propose closed form expressions of the Bayesian Cramér-Rao Bound (BCRB) [5] for the considered biased estimator. Finally, we apply our results in the context of the line spectra analysis and compare our bounds with the BMSE of several popular estimators.

II. PROBLEM FORMULATION

A. Sparse representation

Consider a known model order M, we are interested in the problem of estimating an unknown vector of M parameters \( \omega = [\omega_1, \omega_2, \ldots, \omega_M]^T \) given a set of noisy measurements \( \{y_n\}_{n=1}^N \). In the dictionary based model estimation approach, the parameter space noted \( \Omega \) is discretized into \( N \) parameter samples: \( \omega = [\omega_1, \omega_2, \ldots, \omega_M]^T \). The measurement signal can be represented as a linear decomposition in a dictionary [6]:

\[ y = [y_1, \ldots, y_T]^T = \sum_{n=1}^N a(\omega_n)\alpha_n + e \]  

(1)

where \( e \) is a white Gaussian noise vector of length \( T \), \( a(\omega_n) \) is a vector representing the parametric function evaluated at \( T \) measurement locations [7]. The collection of \( a(\omega_n) \) composes the columns of the overcomplete dictionary \( A \) which is a \( T \times N \) matrix, with \( N >> T \). We consider a regularly sampled dictionary and note \( \forall n, r = \omega_{n+1} - \omega_{n} \), the grid spacing, the size of the dictionary \( N \) is directly related to \( r \) by

\[ r = \frac{\bar{\omega}_N - \bar{\omega}_1}{N - 1}. \]  

(2)

If all the actual parameters \( \omega_m \in \Omega \), then \( \alpha_n \) are zeros for all index \( n \) except for the index \( n_m \) corresponding to \( \omega_m = \omega_{m} \).

The estimation problem is then to find the coefficients of the decomposition of the measurements in the known dictionary \( A \). The aim is to estimate the index of the non-zero coefficients, which will correspond to \( \omega_m \).

We divide the parameter set \( \Omega \) in decision intervals centered at the elements of the dictionary \( \Omega = [\omega_1, \ldots, \omega_N]^T \). We note \( \Omega_1 = [\omega_1, \omega_1 + \frac{r}{2}] \), \( \Omega_N = [\omega_N - \frac{r}{2}, \omega_N] \) and \( \Omega_m = [\omega_m - \frac{r}{2}, \omega_m + \frac{r}{2}] \).

B. Dictionary based biased estimator in the high SNR regime

In this work, we assume that the RIP (Restricted Isometry Property) for sparse estimation is guaranteed [8], this means that the recovery process is stable in the presence of additive noise. We further consider the high SNR regime, in which a relevant assumption to our problem is the following:

\[ \forall m, \exists n_m, \bar{\omega}_{n_m} \in \Omega_m, \; \hat{\omega}_m(y) = \bar{\omega}_{n_m} \]  

(3)

e i.e. in high SNR regime, the noise level is low enough so that the estimation is given by the closest value in the dictionary.

Note that in the high SNR regime, \( \hat{\omega}_m(y) \) is no longer a random variable since the dependance on the observation \( y \) vanishes and the choice of \( \hat{\omega}_m(y) \) is completely driven by the knowledge of the decision interval \( \Omega_m \). Let \( b(\omega) = [b(\omega_1), \ldots, b(\omega_M)]^T \) be the bias vector in which \( b(\omega_n) = E\{\omega_n(y)\} - \omega_m = \bar{\omega}_{n_m} - \omega_m \) is the estimation error at high SNR.

C. Bayesian assumptions on the parameters of interest

1) Modelization on the dictionary: In the Bayesian framework, the vector parameter \( \omega \) is a vector of random variables equipped with two a priori informations: \( \omega \) i) follows a known prior pdf \( p(\omega) \) and ii) belongs to the parameter product set \( \Omega^M = \Omega \times \cdots \times \Omega \). The conditional pdf \( p(\omega | \omega \in \Omega^M) \) can be rewritten as a truncated joint pdf according to

\[ p(\omega | \omega \in \Omega^M) = \frac{p(\omega)1_{\Omega^M}(\omega)}{Pr(\omega \in \Omega^M)} \]  

(4)
where $1_{\mathcal{M}}(\omega)$ is the set indicator function and $\Pr(\omega \in \mathcal{M}) = \int_{\Omega} 1_{\mathcal{M}}(\omega) d\omega$.

As the parameters $\omega$ are assumed to be independent random variables, we have $\Pr(\omega \in \mathcal{M}) = \prod_{m=1}^{M} P_{\Theta}(\omega|m)$ where $P_{\Theta}(\omega|m) = \int_{\Omega} 1_{\mathcal{M}}(\omega|m) d\omega$ with $p(\omega|m)$ the prior pdf of $\omega$ whose parameters can depend on $m$ (see the black dot line on Fig. 1). Using the above expression and the fact that the indicator set function is the product of the indicator functions $1_{\mathcal{T}}(\omega_m)$, we have

$$p(\omega \in \mathcal{M}) = \prod_{m=1}^{M} p(\omega_m | \omega_m \in \Omega)$$

where the distribution of each parameter, knowing the parameter space is the truncated version over the parameter space of $p(\omega_m)$:

$$p(\omega_m | \omega_m \in \Omega) = \frac{p(\omega_m | \omega_m \in \Omega_m)}{P_{\Theta}(\omega|m)}$$

where $1_{\Omega}(\omega) = 1$ if $\omega \in \Omega$ and 0 otherwise. This pdf and its associated normalization factor $P_{\Theta}(\omega|m)$ have been drawn on Fig. 1 with a blue dot line and a blue hatched area, respectively.

2) Modelization on each decision interval: Using the law of total probabilities, the pdf of the parameters of interest can be decomposed according to

$$p(\omega_m | \omega_m \in \Omega) = \sum_{n_m=1}^{N} P_{\Theta,n_m}(\omega | \omega_m \in \Omega_{nm})$$

where $P_{\Theta,n_m}(\omega | \omega_m \in \Omega_{nm}) = \int_{\Omega} 1_{\mathcal{M}}(\omega|\omega_m \in \Omega_{nm}) d\omega$ is the probability to be in the decision interval $\Omega_{nm}$. This pdf and its associated normalization factor $P_{\Theta,n_m}(\omega | \omega_m \in \Omega_{nm})$ have been drawn on Fig. 1 with a red line and a red hatched area, respectively.

III. ANALYSIS OF THE BMSE AND THE BCRB

A. Definition of the BMSE

Conditional to the knowledge of the joint pdf $p(\omega)$ and the parameter set $\Theta$, the BMSE is defined by:

$$\text{BMSE}_{\Theta} = \int_{\mathcal{M}} E_y (||\hat{\omega}(y) - \omega||^2) p(\omega | \omega \in \mathcal{M}) d\omega$$

where $\mathcal{M} = \mathbb{R} \times \ldots \times \mathbb{R}$ and $p(\omega | \omega \in \mathcal{M})$ is given in (4).

B. Analytic expressions of the BMSE at high SNR

Result 1. Assume high SNR and independent parameters of interest with known pdf $p(\omega_m)$, the BMSE conditionally to the set $\Theta$ is given by

$$\text{BMSE}_{\Theta, \text{high}} = \sum_{m=1}^{M} \sum_{n_m=1}^{N} \frac{P_{\Theta,n_m}(\omega | \omega_m \in \Omega_{nm})}{\bar{\Omega}} E_{\omega_m | \omega_m \in \Omega_{nm}} (b(\omega_m)^2).$$

Proof: Including expression (5) in definition (8) and the law of total probabilities given in (7), we can conclude:

$$\text{BMSE}_{\Theta, \text{high}} = \sum_{m=1}^{M} \sum_{n_m=1}^{N} \frac{P_{\Theta,n_m}(\omega | \omega_m \in \Omega_{nm})}{\bar{\Omega}} \int_{\Omega} E_y (||\hat{\omega}(y) - \omega||^2) p(\omega | \omega \in \mathcal{M}) d\omega.$$
The dictionary based estimator at high SNR has a similar result as quantization, since it takes the closest value in a discrete regular dictionary of a given continuous parameter.

2) Case of Gaussian prior: A Gaussian pdf can model some a priori knowledge on $\omega_m$. In this scenario, we have the following result.

**Result 4.** The BMSE$_{\Omega, \text{high}}$ for a prior $\omega_m \sim N(\bar{\omega}_m, \sigma_m^2)$ is given by:

$$\text{BMSE}_{\Omega, \text{high}} = \sum_{m=1}^{M} \frac{1}{\text{erf}(\frac{\bar{\omega}_m - \omega_{n_m}}{\sqrt{2} \sigma_m}) - \text{erf}(\frac{\bar{\omega}_m - \omega_{n_m}}{\sqrt{2} \sigma_m})} \sum_{n_m=1}^{N} A_{nm}$$

where $\text{erf}(.)$ is the error function and

$$A_{nm} = \left( (\bar{\omega}_m - \omega_{n_m})^2 + \sigma_m^2 \right) \left( \text{erf} \left( \frac{a + 2 (\bar{\omega}_m - \omega_{n_m})}{2 \sqrt{2} \sigma_m} \right) - \text{erf} \left( \frac{b + 2 (\bar{\omega}_m - \omega_{n_m})}{2 \sqrt{2} \sigma_m} \right) \right)$$

$$+ \frac{\sigma_m}{\sqrt{2} \pi} \left( (2 (\bar{\omega}_m - \omega_{n_m}) - a) e^{-\frac{(a + 2 (\bar{\omega}_m - \omega_{n_m}))^2}{4 \sigma_m^2}} - (2 (\bar{\omega}_m - \omega_{n_m}) - b) e^{-\frac{(b + 2 (\bar{\omega}_m - \omega_{n_m}))^2}{4 \sigma_m^2}} \right)$$

where we have $a = r, b = -r$ for $2 \leq n_m \leq N - 1$; $a = 0, b = -r$ for $n_m = 1$ and $a = r, b = 0$ for $n_m = N$.

**Proof:** We use the change in the variable $b(\omega_m) = \bar{\omega}_m - \omega_{n_m}$ and the formula $\int x^n \phi(a + bx)dx = b^{-n} \left[ (a^n + 1) \Phi(a + bx) + (a - bx) \phi(a + bx) \right] + C$ to derive the mean of the mean square error over each interval for the gaussian distribution. $\phi(x)$ denotes the standard normal distribution and $\Phi(x)$ its repartition function. The denominator in (4) comes from $P_{\Omega}^{(m)}$ which is the integration of the gaussian distribution over the parameter space $\Omega$.

D. Derivation of the Bayesian Cramér-Rao Bound for biased estimators

**Result 5.** The dictionary based biased estimator is statistically efficient in the high SNR regime.

**Proof:** The Bayesian Cramér Rao Bound (BCRB) for a biased estimator is the mean of the biased version of the biased deterministic CRB as given by [5]

$$\text{BCRB}(b(\omega)) = \int_{\Omega^M} \text{CRB}(b(\omega), b(\omega))p(\omega | \omega \in \Omega^M)d\omega$$

where

$$\text{CRB}(b(\omega), b(\omega)) \triangleq \text{Tr} \left[ (I + D(\omega)) J(\omega)^{-1} (I + D(\omega))^T \right] + \left\| b(\omega) \right\|^2$$

with $D(\omega) = \frac{\partial b(\omega)}{\partial \omega}$ is the bias gradient matrix and $J(\omega)$ is the Fisher information matrix which is defined, given the measurements $y$ by $J(\omega)_{i,j} = E_y \left[ \frac{\partial \log p(y | \omega)}{\partial \omega_i} \frac{\partial \log p(y | \omega)}{\partial \omega_j} \right]$ where $p(y | \omega)$ is the conditional pdf of the measurement vector.

The BCRB characterizes the smallest achievable variance of any estimator of bias $b(\omega)$. For the problem of dictionary based estimation, we have $D(\omega) = -I$. Therefore $I + \frac{\partial b(\omega)}{\partial \omega} = 0$ and

$$\text{BCRB} = \int_{\Omega} \left\| b(\omega) \right\|^2 p(\omega | \omega \in \Omega^M)d\omega = \text{BMSE}_{\Omega, \text{high}}$$

IV. APPLICATION TO LINE SPECTRA ANALYSIS

A. Model for dictionary based line spectra analysis

The parameter to estimate in spectra analysis is the angular frequency $\omega \in \Omega$. Take $T$ time samples, the model of line spectra analysis is [7]:

$$y_t = \sum_{m=1}^{M} a_m e^{i \omega_m (t - 1)} + \epsilon_t$$

where $t$ is the time sample, $y_t$ is the measured signal, $a_m$ and $\omega_m$ are the amplitude and the angular frequency of the $m$-th spectral line respectively and $\epsilon_t$ is the additive noise which is assumed to be white noise.

This model can also be expressed using the sparse representation (1) with a parameter dictionary $\Omega = [\omega_1, \cdots, \omega_N]^T$ and $a(\omega_n) = [1, \cdots, e^{i \omega_n (T-1)}]^T$.

B. Simulations

We now validate the theoretical BMSE for practical estimators for both gaussian and uniform distributions. The reconstruction algorithm used are Orthogonal Matching Pursuit (OMP) [9], Compressive Sensing Approximate Message Passing (CoSaMP) [10] and basis pursuit [6] using the SPGL1 implementation [11]. OMP and CoSaMP are estimators that need the knowledge of the model order, whereas Basis Pursuit estimate the number of signals. As we know the model order, we consider the $M$ highest peaks of the estimated sparse vector given by the SPGL1 algorithm as the estimated angular frequencies for this algorithm.

Even if we do not consider the model order estimation, it is interesting to note that the SPGL1 algorithm over-estimates the model order: there are several small components that are non-zeros in addition to the actual frequency as shown Fig.2. This results in an under-estimation of the amplitude of the real component. Even at high SNR, the model order is wrongly estimated: Fig.3 plots the average order estimate decreases, however the on-grid case: the spg finds the good frequency, and some others breaks the hypothesis behind BP reconstruction and in the off-grid case, additional error is due to the basis mismatch.

Fig.4 plots the BMSE of the different estimators for $T = 20$ time samples, a dictionary going from 0 to $\pi$ of size $N = 60$ and an uniform distribution. The average order estimate decreases, however we have observed important variations in the model order estimation at a given SNR. Those errors are due to the coherent dictionary which breaks the hypothesis behind BP reconstruction and in the off-grid case, additional error is due to the basis mismatch.

Fig.4 plots the BMSE for the different estimators for $T = 20$ time samples, a dictionary going from 0 to $\pi$ of size $N = 60$ and an uniform distribution. The average order estimate decreases, however we have observed important variations in the model order estimation at a given SNR. Those errors are due to the coherent dictionary which breaks the hypothesis behind BP reconstruction and in the off-grid case, additional error is due to the basis mismatch.

The RIP conditions are difficult to prove for an arbitrary matrix, therefore a common measure used to assess the validity of the
Compressed sensing estimation is the mutual coherence which is defined as the maximum absolute value of the cross-correlations between the vectors $a(\omega_n)$. The number of spectral lines that can be recovered depends on the coherence $\mu$ [12], it is bounded by $M < \frac{1}{2} \left( 1 + \frac{1}{\mu} \right)$. Applying this formula to the above parameters, we get that the maximum number of spectral lines is $M_{\text{max}} = 1$.

Therefore, we use a larger dictionary running from $-\pi$ to $\pi$ and parameters $T = 90$ and $N = 100$ to measure the BMSE with two spectral lines which allows $M_{\text{max}} = 5$. Fig.6 shows the result in the case of two active frequencies, as $M$ increases the BMSE also increases. When the number of sources increases the BMSE and the SNR needed to reach the high SNR region increases. The number of samples $T$ plays also an important role not only on the mutual coherence, but also on the level of noise required to detect a given number of spectral lines.

V. Conclusion

In this work, we derived and studied the BMSE conditionally to the parameter set for dictionary based biased estimator at high SNR. Two alternative analytical expressions are proposed which we hope will give more perspective on the off-grid problem. As, the parameters of interest are assumed to be random, closed-form expressions of the BMSE are provided for independent uniform and Gaussian pdf. We also show that the dictionary based biased estimator is statistically efficient in the sense that the BMSE reaches the corresponding BCRB. Finally, by means of numerical simulations, we show that our analytical expressions of the BMSE well explain the behavior of several popular sparse estimators. In future work, we will consider the case of non regular and adaptive dictionaries.
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