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Abstract

Still image coding occasionally uses linear predictive coding together with multi-resolution decompositions, as may be found in several papers. Those related approaches do not take into account all the information available at the decoder in the prediction stage. In this paper, we introduce an adapted generalized lifting scheme in which the predictor is built upon two filters, leading to taking advantage of all this available information. With this structure included in a multi-resolution decomposition framework, we study two kinds of adaptation based on least squares estimation, according to different assumptions, which are either a global or a local second order stationarity of the image. The efficiency in lossless coding of these decompositions is shown on synthetic images and their performances are compared with those of well-known codecs (S+P, JPEG-LS, JPEG2000, CALIC) on actual images. Four images’ families are distinguished: natural, MRI medical, satellite and textures associated with fingerprints. On natural and medical images, the performances of our codecs do not exceed those of classical codecs. Now for satellite images and textures, they present a slightly noticeable (about 0.05 to 0.08 bpp) coding gain compared to the others that permit a progressive coding in resolution, but with a greater coding time.
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1 Introduction

The lossless image compression finds applications in satellite and medical image processing, where a lossy or near lossless coding is not satisfactory. However, in many applications of lossless coding, from time to time, lossless at full resolution is not possible because the transmission channel has a limited bandpass and then coding with a smaller resolution is better than no transmission at all. In other applications, customers need lossless coding at full resolution and other ones are satisfied with smaller resolutions of the same images. Therefore, embedded progressive coding from low resolution to lossless full resolution can be a good compromise in many applications. This coding allows to reconstruct from a truncated bit flow a decompressed image, which has a smaller resolution than the encoded one. As and when the data are received, the user is capable of enhancing the image resolution, until it reaches the original quality and resolution.
It is well known that bi-orthogonal wavelet decompositions are efficient for lossy and near lossless image compression [1], this is why they are used in the ISO JPEG2000 standard. The lifting scheme, introduced by Sweldens [2] in order to construct wavelet decompositions by a simple, reversible and fast process, found quickly its main application in lossless image compression. In this case, a nonlinear filter bank with critical sampling and perfect reconstruction is obtained, with nonlinearities which are limited to truncations (i.e., rounding to the nearest integer) [3]. Moreover, Daubechies and Sweldens showed that any bi-orthogonal wavelet decomposition with FIR (Finite Impulse Response) filters can be represented by a lifting scheme [4] and, therefore, all the well-known wavelets used in lossy image codecs can be quite closely approximated by integer-to-integer wavelets. The performances in lossy and lossless image compression of integer-to-integer wavelets and the S+P transform by Said and Pearlman [5] are evaluated in [6]. Hampson and Pesquet [7] proposed a structure which is more general than the lifting scheme, with an arbitrary number of channels and arbitrary nonlinear filters. It is interesting to note the simplicity of this structure and the way the perfect reconstruction is performed in an inherent manner by a synthesis filter bank “mirror” of the analysis filter bank, as in the lifting scheme. That structure, with nonlinear prediction filters based on image segmentations, has been applied for still image and video coding by Amonou and Duhamel [8].

In the standard wavelet decompositions, the filter coefficients are fixed: they do not adapt to the image as best possible. However, the lifting scheme gives an interpretation in terms of estimation (or prediction) of perfect reconstruction filter banks, associated with multiresolution decompositions. Now, linear prediction coding (LPC) proved its great efficiency for speech coding; it found applications in mobile telephones. Therefore it is natural to study LPC in image coding. About fifteen years ago, adaptive linear predictions using least squares estimation (LSE) algorithms were tested for image compression (see [9] and its bibliography, or later [10]), but they were not associated with dyadic decompositions and consequently they were not suitable for progressive coding. More recently, Gerek and Çetin [11] used the lifting scheme with adaptive predict steps: the filter coefficients were updated to each pixel of the image, thanks to a conventional stochastic gradient algorithm, in order to minimize the variance of the detail signal. In [12], Boulgouris, Tzovaras and Strintzis expressed each filter of the optimal \( M \)-subband analysis filter bank as a function of the power spectral density (PSD) of the input image. They assumed the entire image is a wide sense stationary (WSS)
signal. The optimum is achieved by minimizing the mean squared error of prediction for each of the $M - 1$ detail signals. Two kinds of parameterized models were assumed for the PSD of the image, i.e., the adaptation is optimum only if the PSD of the image belongs to a set of two models. The filters of the update steps did not adapt to the image, they were identical with those encountered in the lifting scheme of well-known wavelets. To improve the prediction whenever the global WSS assumption is invalid, the linear predictors were enhanced by nonlinear means, namely by directional post-processing in the quincunx decimation case, and by adaptive-length post-processing in the separable (row-column) decimation case. In [13], the authors chose locally, among a finite dictionary of wavelet filters, the filter that must be applied to the current pixel depending on its proximity with an outline: the closer the pixel is to an outline, the smaller the impulse response support of the analysis filter. In [14], the authors studied the optimization of a lifting scheme (for both the predict and update steps) associated with 2-fold quincunx decimation. They imposed constraints to the filters in order to avoid overflow and they applied their filter banks to lossy image compression.

In each of the above mentioned papers with adapted prediction filters, we can notice that all the information available at the decoder is not taken into account in the “predict” step\(^1\). Indeed, after the 2-fold decimation, the pixels of a subband, say $x_2$, are predicted as a linear combination of the pixels of the other subband, say $x_1$, and the pixels of subband $x_2$ are not involved in the observation vector, whereas they could be! As is done in the classical LPC. In [15], we introduced an adapted integer-to-integer multiresolution decomposition, based on LSE and assuming global second order stationarity of the image, which takes advantage of all the information available at the decoder, and we applied it to lossless image coding. In [16], we completed this decomposition by introducing another adaptation, which assumes only local stationarity in the image. The reason that led us to carry out this study lies in the fact that the image models are not fully appropriate for entire images, they are better justified for well-chosen parts of the images taken separately. Those parts are the textured regions that can be found in most kinds of images. Then, in [17] we compared the performances of these decompositions in lossless coding of satellite and medical MRI images with well-known codecs.

In this paper, we complete the results of the conference papers [15], [16] and [17] and provide more details

\(^1\)We should say “estimation” step, since it is not a prediction problem, but an estimation problem in estimation theory; nevertheless we chose the vocabulary used in filter bank theory.
and full proofs. First, we present the adapted generalized lifting scheme framework, which is shared both by locally and globally adapted estimation methods — we shall call them respectively LAE and GAE below. In Sections 3.1 and 3.2, the GAE and LAE methods are explained in details. Their efficiency in lossless coding is shown on synthetic images (Section 4) and their performances are compared with those of well-known codecs (S+P [5, 18], LOCO I [19, 20], CALIC [21, 22] and Jasper [23]) on actual images (Section 5). We considered four families of images (natural, medical MRI, satellite and textures with fingerprints).

In the following, \(\mathbb{Z}\) denotes the set of all integers. For a matrix \(\mathbf{A}\), \(\mathbf{A}^T\) denotes its transpose. Underlined lower case letters denote vectors, which are identified with the column matrix of their coordinates. The symbol \(\mathbb{E}\) denotes the mathematical expectation.

2 Adapted generalized lifting schemes

In this section we begin by presenting a short overview of the generalized lifting scheme in the mono-dimensional (1-D) case, then we extend it to the 2-D case, clarifying the integer-to-integer variant and the adaptation of the filters. Furthermore we explain how the generalized lifting scheme can be used in a multi-resolution framework, permitting a progressive coding in resolution, and we specify what kind of extension is applied to the edges of the image during the filtering. As introduction, we recall in Fig. 1 the principle of the standard lifting scheme (without adaptation) for a perfect reconstruction filter bank with two subbands, \(L\) “Predict” steps (denoted \(P_1(z), P_2(z), \ldots, P_L(z)\)) and \(L\) “Update” steps (denoted \(U_1(z), U_2(z), \ldots, U_L(z)\)). The synthesis filter is easily obtained from the analysis filter by a simple mirror symmetry.

2.1 Principle of the method in the 1-D case

The general diagram is presented in Fig. 2. The polyphase components of the input signal are obtained by a polyphase decomposition (i.e., a lazy wavelet transform) [24, 25]. One of the components, \(x_2(n)\), is estimated with the use of two filters \(A(z)\) and \(B(z)\), the signal of details corresponds to the error of estimation \(x_2(n) - \hat{x}_2(n)\). The approximate signal \(x_\ell\) is just the polyphase component \(x_1\) of the input signal \(x\). This is a generalized version of the standard lifting scheme (see Fig. 1), since the filter \(B(z)\) is added in order to
improve the prediction. The polyphase matrix of the analysis filter bank is equal to

\[
R(z) = \begin{bmatrix}
1 & 0 \\
-A(z) & 1 - B(z)
\end{bmatrix}.
\]

(1)

and then, for perfect reconstruction, the polyphase matrix of the synthesis filter bank is equal to

\[
R^{-1}(z) = \frac{1}{1 - B(z)} \begin{bmatrix}
1 - B(z) & 0 \\
A(z) & 1
\end{bmatrix}.
\]

(2)

In order to reconstruct the input signal perfectly with the synthesis filter bank, it is clear that the filter \(B(z)\) must be causal, since only the passed samples of \(x_2(n)\) are available at the decoder for the reconstruction of \(\hat{x}_2(n)\). Nevertheless, the causality of the filter \(A(z)\) is not required, since all the samples of the polyphase component \(x_1\) are available as inputs of the synthesis filter bank. Another major condition for perfect reconstruction is the BIBO (bounded-input-bounded-output) stability of the filter \(\frac{1}{1 - B(z)}\). Indeed, small perturbations, like round-off errors, would lead to a divergence of the reconstruction algorithm when this filter is not stable. Therefore a stability test for 1-D filter [26] is required in the case of linear filter banks.

The adaptation of the filters and the properties of the generalized lifting scheme are very similar in the 1-D and 2-D cases, so in order to be brief, we present them only in the 2-D case.

### 2.2 Generalized lifting scheme for 2-D signals

The extension to the 2-D case of the previous generalized lifting scheme can be carried out in two different ways, according to the polyphase decomposition which can be either a 2-fold quincunx decimation or a 2-fold separable (row / column) decimation. In both cases, both of the 2-D filters \(A(z_1, z_2)\) and \(B(z_1, z_2)\) are not separable \(a \ priori\). As in the 1-D case, the causality or semi-causality of the filter \(B(z_1, z_2)\) are required for perfect reconstruction. Moreover, the 2-D stability test [26] of the filter \(\frac{1}{1 - B(z_1, z_2)}\) is also required in the linear case. We shall see in Subsection 2.4 (Remark 2) that the stability test is \textbf{not} required for the \textit{integer-to-integer} generalized lifting scheme.

The filters in Fig. 3 are expressed in terms of their transfer functions

\[
A(z_1, z_2) = \sum_{(i,j) \in \Delta_1} a_{ij} z_1^{-i} z_2^{-j} \quad \text{and} \quad B(z_1, z_2) = \sum_{(i,j) \in \Delta_2} b_{ij} z_1^{-i} z_2^{-j}
\]

(3)
where $\Delta_1$ is any subset of $\mathbb{Z}^2$ (no condition of causality is imposed) and $\Delta_2$ is a subset of a non-symmetrical half plane (NSHP) of $\mathbb{Z}^2$ to ensure the semi-causality of $B(z_1, z_2)$.

The prediction of $x_2(m, n)$ is given by the equation

$$\hat{x}_2(m, n) = \sum_{(i, j) \in \Delta_1} a_{ij} x_1(m - i, n - j) + \sum_{(i, j) \in \Delta_2} b_{ij} x_2(m - i, n - j)$$

and the criterion used for the filters coefficients adaptation is the minimization of the mean squared error $E \left[ |x_2(m, n) - \hat{x}_2(m, n)|^2 \right]$.

2.3 Adaptation of the filters

To solve the problem of 2-D LSE (4), we first scan the elements of sub-sets $\Delta_1$ and $\Delta_2$ in a preset order. We build thus, from the respective families of pixels $x_1(m - i, n - j)$, observation vectors $y_1(m, n)$ and $y_2(m, n)$ of respective sizes $r_1$ and $r_2$. The scans chosen for the description of $\Delta_1$ and $\Delta_2$ impose an organization of the coefficients $a_{i,j}|_{(i,j)\in\Delta_1}$ and $b_{i,j}|_{(i,j)\in\Delta_2}$ of filters $A(z_1, z_2)$ and $B(z_1, z_2)$ as elements of the respective vectors $a$ and $b$ so that

$$\hat{x}_2(m, n) = [a^T, b^T] \begin{bmatrix} y_1(m, n) \\ y_2(m, n) \end{bmatrix} = \xi^T y(m, n)$$

with $\xi^T = [a^T, b^T]$ and $y(m, n)^T = [y_1(m, n)^T, y_2(m, n)^T]$.

While applying, for example the principle of orthogonality, one finds that vector $\xi$, of dimension $r = r_1 + r_2$, is the solution of the Yule-Walker equations

$$\Gamma_Y \xi = \gamma_{yx}$$

with $\Gamma_Y = E \left[ y(m, n)y(m, n)^T \right]$ and $\gamma_{yx} = E \left[ y(m, n)x_2(m, n) \right]$. We shall see thereafter how to estimate these mathematical expectations from the data. We shall distinguish two cases, according to the assumption of wide sense stationarity made on the signal $x(m, n)$: global (i.e., on the entire image) in Section 3.1 or local in Section 3.2.

Remark 1 For a WSS signal $x(m, n)$, it is well known in estimation theory that the residue of the linear least squares estimation, which corresponds to the image of details

$$x_h(m, n) = x_2(m, n) - \hat{x}_2(m, n),$$

\[ \text{with} \quad \hat{x}_2(m, n) = \sum_{(i, j) \in \Delta_1} a_{ij} x_1(m - i, n - j) + \sum_{(i, j) \in \Delta_2} b_{ij} x_2(m - i, n - j). \]
is uncorrelated with the observations \( x_1(m - i, n - j) \) \( (i,j) \in \Delta_1 \) and \( x_2(m - i, n - j) \) \( (i,j) \in \Delta_2 \). Moreover, by extending well known results on linear least squares estimation to the 2-D case, it is clear that if signal \( x(m, n) \) is WSS and if the supports \( \Delta_1 \) and \( \Delta_2 \) tend toward infinite ones (i.e., \( \Delta_1 = \mathbb{Z}^2 \) and \( \Delta_2 \) is a NSHP), then the residue \( x_h(m, n) \) tends toward a white noise. That explains why, when the supports are large enough, the coefficients close to \( x_h(m, n) \) are very slightly correlated between them and with the coefficients of subband \( x_\ell \). This fact is valid even when the assumption of second order stationarity is just locally satisfied.

### 2.4 Integer-to-integer generalized lifting scheme

When implemented with a fixed (or a floating) point arithmetic processor, the reversibility of the decomposition is not ensured with equation (7), since the filters coefficients are not integers. To avoid this problem, it is enough to round the estimation to the nearest integer before removing it from the exact value in order to generate the detail signal, which becomes

\[
x_h(m, n) = x_2(m, n) - \left[ \sum_{(i,j) \in \Delta_1} a_{i,j} x_1(m - i, n - j) + \sum_{(i,j) \in \Delta_2} b_{i,j} x_2(m - i, n - j) + \frac{1}{2} \right],
\]

where \([x]\) denotes the largest integer not greater than \( x \). Thus, we obtain the integer-to-integer generalized lifting scheme.

**Remark 2** It is important to notice here that if the coder and the decoder use the same floating point arithmetic (with the same round off rule) to calculate the expression between \([ \) and \( ]\) in the equation (8), then the decomposition is perfectly reversible, since \( x_h(m, n) \) and \( x_2(m, n) \) are integers and arithmetic operations between integers are perfectly reversible (when no overflow is detected) on any processor. Moreover, this reasoning shows that the perfect reversibility remains valid even when filter \( \frac{1}{1-B(z_1, z_2)} \) is unstable. Therefore the BIBO stability test is not required, for the integer-to-integer generalized lifting scheme to ensure perfect reconstruction.

### 2.5 Multi-resolution decomposition

The multi-resolution decomposition of a 2-D signal is based on the decomposition shown in Fig. 3. We first explain one level of decomposition in four subbands: the input signal \( x(m, n) \) is divided into two subband signals \( x_1 \) and \( x_2 \) by a polyphase decomposition; the signal of approximation \( x_\ell \) is then equal
to $x_1$ and the signal of details $x_h$ is obtained according to the relation (7) (or (8) for integer-to-integer decomposition). The same process is applied to $x_\ell$ in order to generate the two signals $x_{\ell\ell}$ and $x_{\ell h}$ of subbands LL and LH (of course, if the 2-fold decimation is separable then the polyphase decomposition is alternatively applied to rows and columns). However, contrary to what is usually done — in particular in the case of dyadic wavelet decomposition —, to generate the two signals $x_{h\ell}$ and $x_{hh}$ of subbands HL and HH, only a polyphase decomposition is applied to signal $x_h$, as indicated on Fig. 4. Indeed, after obtaining the signal $x_h$ according to the process in Fig. 3, the correlation between adjoining samples of $x_h$ almost vanishes (see Remark 1). Consequently, the reduction in variance obtained by applying a predict step after the polyphase decomposition to generate $x_{hh}$ is so weak that we preferred not to use it, thus reducing the complexity of the codec. In order to have a decomposition on several levels, the same process is applied recursively on the signal of approximation $x_{\ell\ell}$.

### 2.6 Optional update and predict steps with fixed coefficients filters

In order to allow a progressive coding in resolution, it is necessary to avoid the artefacts (spectral aliasing) due to the 2-fold decimation when the resolution becomes low. For this we recommend to apply some update and predict steps with fixed coefficient filters corresponding to well known wavelet decomposition in the adapted generalized lifting scheme, between the polyphase decomposition and the adapted predict step. In our experiments, we chose the $S$-transformation, because of its low complexity; it consists in the two steps (for mono-dimensional signal $x(n)$): $x_h(n) = x(2n) - x(2n + 1)$ and $x_\ell(n) = x(2n + 1) + \left\lfloor \frac{x_h(n)}{2} \right\rfloor$.

### 2.7 Symmetrical or zero-padding extension of the image

An image is a 2-D signal with finite support, therefore a strategy must be adopted to filter near the edges of the image. Generally, the strategy consists in either zero padding, or a periodical extension, or a symmetrical extension. In our tests, we chose the last one when the decimation is separable, since it avoids discontinuities and thus generally gives better performances in coding. Nevertheless, with quincunx decimation, we adopted zero padding to simplify the implementation of the codec.
3 Two approaches of Least Squares Estimation

We distinguish two kinds of adaptation for the filters $A(z_1, z_2)$ and $B(z_1, z_2)$ according to the assumptions of global or local wide sense stationarity of the encoded image.

3.1 Globally adapted estimation (GAE) method

3.1.1 Choice of the criterion

The input signal is supposed to be a realization of a 2-D WSS stochastic process. The sub-set $\Delta_1 \subset \mathbb{Z}^2$ is a rectangle centered in $(0, 0)$: $\Delta_1 = \Delta'_1$ with

$$\Delta'_1 = \{(i, j) \in \mathbb{Z}^2 : |i| \leq p \text{ and } |j| \leq q\}$$

and the sub-set $\Delta_2 \subset \mathbb{Z}^2$ is a bounded NSHP: $\Delta_2 = \Delta'_2$ with

$$\Delta'_2 = \begin{cases} (i = 0 \text{ and } 1 \leq j \leq q) & \text{or} \\ (1 \leq i \leq p \text{ and } |j| \leq q) & \end{cases}$$

The vectors, $y_{z_1}(m, n) = [x_1(m+p, n+q), \ldots, x_1(m+p, n-q), x_1(m+p-1, n+q), \ldots, x_1(m+p-1, n-q), \ldots, x_1(m-p+1, n+q), \ldots, x_1(m-p+1, n-q), x_1(m-p, n+q), \ldots, x_1(m-p, n-q)]^T$ of dimension $r_1 = (2p+1)(2q+1)$ and $y_{z_2}(m, n) = [x_2(m, n-1), \ldots, x_2(m, n-q), x_2(m-1, n+q), \ldots, x_2(m-1, n-q), \ldots, x_2(m-p+1, n+q), \ldots, x_2(m-p+1, n-q), x_2(m-p, n+q), \ldots, x_2(m-p, n-q)]^T$ of dimension $r_2 = p(2q+1)+q$, contain the values of the respective samples $x_1(m-i, n-j)|_{(i,j) \in \Delta_1}$ and $x_2(m-i, n-j)|_{(i,j) \in \Delta_2}$.

The vectors $\mathbf{a}$ and $\mathbf{b}$ can be expressed as $\mathbf{a} = [a_{-p,-q}, \ldots, a_{-p,q}, a_{-p+1,-q}, \ldots, a_{-p+1,q}, \ldots, a_{p,-q}, \ldots, a_{p,q}]^T$ and $\mathbf{b} = [b_{0,1}, \ldots, b_{0,q}, b_{1,-q}, \ldots, b_{1,q}, \ldots, b_{p,-q}, \ldots, b_{p,q}]^T$.

After the polyphase decomposition applied to the image $x(m, n)$ of dimension $M \times N$, the images of the subbands $x_1(m, n)$ and $x_2(m, n)$ have the respective dimensions $M_1 \times N_1$ and $M_2 \times N_2$, the support of $x_2(m, n)$ is then $0 \leq m < M_2$ and $0 \leq n < N_2$. According to the orders of the filters $A(z_1, z_2)$ and $B(z_1, z_2)$, the vectors $y_{z_1}(m, n)$ and $y_{z_2}(m, n)$ can have supports which are located more or less beside the horizon of observation of $x$, hence in order to compute the actual matrices $\Gamma_Y$ and $\gamma_{yx}$ of the relation (6), the observations must be extended beside the horizon of observation. Three methods have been tested.
Pre-windowed method. The subband signals \( x_1(m, n) \) and \( x_2(m, n) \) are supposed to be null for \( m < 0 \) or \( n < 0 \) and no hypothesis is made on their values for \( m \geq M_2 \) or \( n \geq N_2 \).

Autocorrelation method. The subband signals \( x_1(m, n) \) and \( x_2(m, n) \) are supposed to be null beside the horizon of observation, i.e., for \( m < 0 \) or \( n < 0 \) and for \( m \geq M_2 \) or \( n \geq N_2 \).

Covariance method. No hypothesis is made on the values of \( x_1 \) and \( x_2 \) beside the horizon of observation.

Our simulations on actual images show that the autocorrelation method gives quite often and on average first order entropies slightly greater than each of the two other methods. In the continuation of our simulations, we use the pre-windowed method, which gives often and on average performances similar to the covariance method with a weaker complexity\(^2\).

The criterion to be minimized is thus given by

\[
J_1 = \frac{1}{(M_2 - p)(N_2 - q)} \sum_{m=0}^{M_2-p-1} \sum_{n=0}^{N_2-q-1} x_h(m, n)^2 \simeq E \left[ x_h(m, n)^2 \right]. \tag{11}
\]

Let us gather the elements \( x_h(m, n) \mid 0 \leq m < M_2 - p, 0 \leq n < N_2 - q \) in the vector \( \mathcal{X}_h \) by scanning \( x_h \) row after row: \( \mathcal{X}_h = [x_h(0, 0) \cdots x_h(0, N_2 - q - 1) \cdots x_h(M_2 - p - 1, 0) \cdots x_h(M_2 - p - 1, N_2 - q - 1)]^T \) we then get the relation \( \mathcal{X}_h = \mathcal{X}_2 - \mathcal{Y}_C \), with \( \mathcal{X}_2 = [x_2(0, 0) \cdots x_2(0, N_2 - q - 1) \cdots x_2(M_2 - p - 1, 0) \cdots x_2(M_2 - p - 1, N_2 - q - 1)]^T \) and the matrix of dimension \( (M_2 - p)(N_2 - q) \times r \), which is equal to \( \mathcal{Y} = [y(0, 0) \cdots y(0, N_2 - q - 1) \cdots y(M_2 - p - 1, 0) \cdots y(M_2 - p - 1, N_2 - q - 1)]^T \). The criterion (11) to be minimized can be written \( (M_2 - p)(N_2 - q)J_1 = \| \mathcal{X}_h \|^2 = \| \mathcal{X}_2 - \mathcal{Y}_C \|^2 = [\mathcal{X}_2 - \mathcal{Y}_C]^T [\mathcal{X}_2 - \mathcal{Y}_C] \) and the vector \( \hat{c} \) is the solution of the Yule-Walker equations

\[
\mathcal{Y}^T \mathcal{Y} \hat{c} = \mathcal{Y}^T \mathcal{X}_2. \tag{12}
\]

3.1.2 Complexity of the method

In the GAE method, the stage that requires most of the arithmetic operations is the calculation of the matrix \( \mathcal{Y}^T \mathcal{Y} \) of the Yule-Walker equations. Therefore, it is important to reduce its complexity by using the great redundancy that exists between its elements. The fast computation of covariance matrix associated to 2-D

\(^2\)We emphasize that the three methods of extension at the edges of the image above mentioned are useful only for clarifying the matrices \( \Gamma_Y \) and \( \gamma_{yx} \) in the relation (6). For instance, with the pre-windowed method, the Yule-Walker equations (6) become the equations (12) below. Now, when the optimal filter is applied according to relations (4) or (8), we use the extensions at the edges of the image as indicated in Subsection 2.7.
signals given in [10] do not apply here. So, we present in Appendix the details of the proposed method, it is an extension to the 2-D case of the pre-windowed method given in [27] and we show that the computation of the matrix $YY^T$ costs $2[2(4q + 1)(3p + 1) + 1]M_2N_2 + o(M_2N_2)$ arithmetic operations.

### 3.2 Locally adapted estimation (LAE) method

#### 3.2.1 Choice of the criterion

The input signal is supposed to be a realization of a 2-D stochastic process, whose statistics of orders 1 and 2 are locally stationary. We apply then the Recursive Least Squares (RLS) algorithm. For this, we introduce a forgetting factor $\alpha$, $0 < \alpha \ll 1$, and the criterion to be minimized (that is the local estimation of the variance of the prediction error) is equal to

$$J_2(m, n) = \sum_{i=0}^{m-1} \sum_{j=0}^{N_2-1} \alpha^{N_2(m-i)+n-j} x_h(i, j)^2 + \sum_{j=0}^{n} \alpha^{n-j} x_h(m, j)^2$$

with

$$x_h(i, j) = x_2(i, j) - \zeta^T(m, n)y(i, j).$$

We can notice in this relation that we associated the index $(m, n)$ with the vector $\zeta$ and the index $(i, j)$ with the other variables. It is due to the nature of the optimization: for each $(m, n)$, $\zeta(m, n)$ depends on $y(i, j)$ and $x_2(i, j)$ for $0 \leq i < m$ and $0 \leq j < N_2$ and also for $i = m$ and $0 \leq j \leq n$. The forgetting factor is applied in a way specific to the method of scanning the image (from left to right and from top to bottom).

For the LAE method, the supports $\Delta_1$ and $\Delta_2$ of the filters used in the relations (4) and (8) are subsets of $\Delta'_1$ and $\Delta'_2$ given respectively in the relations (9) and (10). Indeed, in an image the pixels which contain the most useful information for the estimation of the current pixel are generally its closest neighbors. It is thus natural to reorder the components of vectors $y_1(m, n)$ and $y_2(m, n)$, so that their new order is an increasing function of the distance to the current pixel. Therefore, only $r_1$ coefficients of $\Delta'_1$ are retained, those numbered from 1 to $r_1$ in the left diagram of Fig. 5, and only $r_2$ coefficients of $\Delta'_2$ are retained, those numbered from 1 to $r_2$ on the right diagram of Fig. 5. So, it is now possible to decrease the order of the filters and consequently the computing time without reducing the performances.

Using the relation (14) in the equation (13), the criterion $J_2$ can be expressed as:

$$J_2(m, n) = \kappa(m, n) - 2\zeta(m, n)^T \Theta(m, n) + \zeta(m, n)^T \Phi(m, n) \zeta(m, n)$$

(15)
with \( \kappa(m,n) = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \alpha^{N_2(m-i)+n-j} x_2(i,j)^2 \) and

\[
\Theta(m,n) = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \alpha^{N_2(m-i)+n-j} x_2(i,j)y(i,j) + \sum_{j=0}^{n} \alpha^{n-j} x_2(m,j)y(m,j) \tag{16}
\]

\[
\Phi(m,n) = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \alpha^{N_2(m-i)+n-j} y(i,j)y(i,j)^T + \sum_{j=0}^{n} \alpha^{n-j} y(m,j)y(m,j)^T. \tag{17}
\]

The criterion \( J_2(m,n) \) can now be minimized by cancelling its partial derivatives with respect to \( \hat{c}(m,n) \):

\[
\frac{\partial J_2(m,n)}{\partial \hat{c}(m,n)} = -2\Theta(m,n) + 2\Phi(m,n)\hat{c}(m,n). \]

We obtain the Yule-Walker equations:

\[
\Phi(m,n)\hat{c}(m,n) = \Theta(m,n) \tag{18}
\]

which have the solution \( \hat{c}(m,n) = \Phi(m,n)^{-1}\Theta(m,n) \). From the relations (16) and (17) we deduce the recursive expressions

\[
\Phi(m,n) = \alpha\Phi(m,n-1) + y(m,n)y(m,n)^T \tag{19}
\]

\[
\Theta(m,n) = \alpha\Theta(m,n-1) + x_2(m,n)y(m,n)^T. \tag{20}
\]

The RLS algorithm expresses \( \Phi^{-1}(m,n) \) in terms of \( \Phi^{-1}(m,n-1) \) in such a way that the equation (18) can be solved without the inversion of the matrix \( \Phi(m,n) \) at each step \((m,n)\). For this, the matrix inversion lemma [28]: \((S^{-1} + U V^{-1} U^T)^{-1} = S - S U [V + U^T S U]^{-1} U^T S \) is applied, with \( S^{-1} = \alpha\Phi(m,n-1), U = y(m,n) \) and \( V^{-1} = 1 \). That leads to

\[
\Phi^{-1}(m,n) = \alpha^{-1}\Phi^{-1}(m,n-1) - \frac{\alpha^{-1}\Phi^{-1}(m,n-1)y(m,n)y(m,n)^T\Phi^{-1}(m,n-1)}{\alpha + y(m,n)^T\Phi^{-1}(m,n-1)y(m,n)} \tag{21}
\]

This relation requires an initial value \( \Phi(1,1) \). The simplest way is to take it equal to \( \delta I \), where \( \delta \) is a small constant. Let \( \underline{g}(m,n) \) be the vector

\[
\underline{g}(m,n) = \frac{\Phi^{-1}(m,n-1)y(m,n)}{\alpha + y(m,n)^T\Phi^{-1}(m,n-1)y(m,n)} \tag{22}
\]

the equation (21) becomes \( \Phi^{-1}(m,n) = \alpha^{-1}\Phi^{-1}(m,n-1) - \alpha^{-1}\underline{g}(m,n)y(m,n)^T\Phi^{-1}(m,n-1) \) and the equation (22) can be changed into \( \underline{g}(m,n) = \Phi^{-1}(m,n)y(m,n) \). This vector is called the adaptation gain, since it appears as a gain applied to the error of prediction in the equation that updates \( \hat{c}(m,n) \):

\[
\hat{c}(m,n) = \hat{c}(m,n-1) + \underline{g}(m,n) [x_2(m,n) - \underline{c}^T(m,n-1)y(m,n)]. \]

The procedure of adaptive decomposition is summarized in Tab. 1.

---

3Similar expressions can be obtained by replacing the indexes \((m,n)\) with \((m,0)\) and \((m,n-1)\) with \((m-1,N_2-1)\); this corresponds to the change of row of the current pixel.
3.2.2 Complexity of the method

The complexity \( O(M_2N_2(r_1 + r_2)^2) \) [28] for one level of decomposition. Let us notice that this procedure of decomposition uses the 1-D RLS algorithm [28]. Nevertheless, the construction of the observation vector \( y(m, n) \), where the bi-dimensional neighborhood of sample \( x_2(m, n) \) appears, gives a 2-D characteristic to this algorithm, that is why we kept the indexes \((m, n)\) in the notation of the vectors.

3.3 Comparison of the two LSE methods

The major difference between the two methods is that the filter coefficients must be transmitted to the decoder with the GAE, but not with the LAE. Indeed, with the GAE method, the optimal filter is computed only during the coding, whereas with the LAE method, it is estimated for each pixel during both the coding and the decoding. This is why we obtain such a difference between the mean decoding times of the two methods (see Tab. 6). Another difference is that the computation of the optimal filter requires an extension at the edges of the image only with the GAE. The major similarity between GAE and LAE is that they minimize each the variance of the residue of estimation. It is the estimation of this variance that differs according to the stationarity assumptions made on the image: global or local. However, it is well known that the minimization of the variance is optimal for coding Gaussian data and is not optimal generally when the data are not Gaussian. Another important similarity is that included in a multi-resolution framework, each method permits progressive coding in resolution. Let us notice that since the decoder knows the filters coefficients in the GAE method (only), man could use the integer-to-integer generalized lifting scheme with GAE for a progressive coding in quality (or rate). Now it is not the case, because the criterion used does not take into account the distortion and is justified only for lossless coding. We emphasize that the problem for a progressive coding in rate is due to the choice of the adaptation criterion and not to the structure of the generalized lifting scheme.

\footnote{We did not implement a fast version (see [30]) of the RLS algorithm.}
4 Application to lossless coding of synthetic images

In this section we estimate the performances of one predict step (at the highest resolution) of the integer-to-integer generalized lifting scheme on artificial images that satisfy the assumptions of an optimal coding and we compare with other integer-to-integer decompositions.

4.1 Construction of the synthetic images

In our experiments, we used two families of Gaussian synthetic images, coded on 8 bits per pixel (bpp). The first one is composed of eight 2-D Auto-Regressive (AR) signals of size $512 \times 512$, which are each globally WSS. Half of these signals are generated with 2-D AR models which have a quarter-plan (QP) causality and the other half with a NSHP causality. They are shown in Fig. 6. The second family is a set of eight images of size $512 \times 512$, composed of several areas with different textures, which are each 2-D AR signals, simulating local stationarity (i.e., each area is stationary). The textures of the different areas have been generated with 2-D AR models having either QP or NSHP causality (chosen at random). They are shown on Fig. 6.

4.2 Experimental results

In this subsection, we compare for each synthetic image the variance and the first order entropy of subband $x_h$, obtained with the reversible version of the diagram in Fig. 3 (described in § 2.4), with the GAE method ($p = 3, q = 3$, separable decimation), LAE method ($r_1 = 16, r_2 = 8, \alpha = 0.9995$, separable decimation), the reversible discret wavelet decompositions (DWT) (9,7) and (5,3) of Daubechies and the method by Gerek & Çetin [31, 11] mentioned above. Tab. 2 and Tab. 3 present the performances of the different decompositions. For the two families of signals, the performances of the decompositions GAE and LAE are quite higher than those of the other decompositions and very close to one another. Indeed, on average, the gain is of 0.5 bpp for the globally WSS signals or 0.7 bpp for the locally stationary signals compared to the best of the other decompositions. We notice, as it was expected, that for globally stationary signals the GAE method gives slightly better results than LAE and that for locally stationary signals it is the LAE method which slightly precedes GAE. We also notice that the addition of the filter $B(z_1, z_2)$ appreciably improves (0.6 or 0.7 bpp on average) the performances of the adapted lifting scheme, thanks to a comparison with the
method of Gerek & Çetin.

5 Comparative evaluations in lossless image compression

In this section, we compare the performances in lossless coding of the GAE and LAE methods with other well-known codecs: S+P with arithmetic coding [5], LOCO I [19] (that is the JPEG-LS standard), CALIC [21] and JASPER [23] (that is the JPEG2000 standard) on actual images.

5.1 Description of the images used in our tests

In our experiments, we considered four families of images: 1) fourteen natural images of resolutions $512 \times 512$ and $1024 \times 1024$, 2) fourteen satellite images of various resolutions, 3) sixteen MRI medical images of resolution $512 \times 512$ and 4) eleven images of textures and fingerprints whose resolution is either $512 \times 512$ or $768 \times 768$. All the images are coded with 8 bpp. In our tests, all the multi-resolution decompositions applied to images of resolution $512 \times 512$ or $768 \times 768$ (resp. $1024 \times 1024$) use five (resp. six) levels of decomposition. Some images are shown on Fig. 7

5.2 Description of the codecs associated with the LAE and GAE methods

For GAE and LAE methods, at each level of decomposition, meta parameters must be fixed, such as the type of 2-fold decimation (quincunx or separable), the orders of filters $A(z_1, z_2)$ and $B(z_1, z_2)$, the use of the $S$-transform or not (see subsection 2.6) and, for LAE only, the value of the forgetting factor. For each family of images and for each level of decomposition, we looked for the best values of these meta parameters, i.e., the values that give in average the lowest first order entropy. We noted that these meta-parameters vary from one family of images to another, whereas they slightly vary in the same family. Moreover, for the GAE method we noted that when the resolution is not greater than $64 \times 64$, in the adapted predict step, it is better to apply a process close to the LAR method [32] than to use the linear estimator described above, since there are not enough samples for a good estimation of the second order statistics. The process then consists in dividing the image of the subband $x_1(m, n)$ in homogenous areas and in evaluating the estimation

---

The satellite images have been given as a favor by the French National Center of Spatial Studies (CNES).
\( \hat{x}_2(m,n) \) as the average of the pixels \( x_1(m,n) \) which belong to the same homogenous area. The variant of GAE obtained by adapting the meta-parameters to each family of images is noted GAEa in Tab. 5.

After the multi-resolution decomposition based on either the GAE or the LAE method, we applied a contextual adaptive arithmetic coder with one context per subband (we used the C sources \( S+P \) image compression by Said [5]). To rebuild the image, the decoder needs a heading in the bit stream containing the image size, the image mean, the number of levels of decomposition and, for each level of decomposition, the orders of the filters, the filters coefficients (for GAE only), a boolean specifying the type of downsampling and another boolean specifying whether the \( S \)-transform has been used or not. To reduce the size of the bit stream required for coding the heading, we truncated the filter coefficients (before applying the decomposition): a coefficient \( a \) is replaced by \( \hat{a} = (\lfloor a \cdot 10^s + 0.5 \rfloor) \cdot 10^{-s} \) (in our experiments, we chose \( s = 6 \)) and the integer \( 10^s \hat{a} \) is stored in the heading (for GAE only).

### 5.3 Experimental results and analysis

#### 5.3.1 Mean first order entropy

We first compare the performances of the LAE and GAE decompositions with other integer-to-integer wavelet decompositions, without taking into account neither the bit stream required for coding the heading nor the entropic coder applied on the transformed coefficients. For this, we estimate the average of the first order entropy of the subbands, weighted by the ratio of the subband size on the entire image size. In order to be brief, the results of a few images is shown in Tab. 4, however the row “Average” corresponds, for each family of images described in Subsection 5.1, to the average bit-rate of the whole family. The columns \((a, b)\), where \( a \) and \( b \) are integers, correspond to integer-to-integer wavelets decompositions defined in [3]. In column \( S+P \), the best predictor among A, B, and C of the transform \( S+P \) [5] has been chosen for each image.

We notice that for relatively smooth images (containing large areas of texture) like Lena, Peppers, F16, the average of first order entropies associated with GAE and LAE is only slightly lower than the one obtained with the \( S+P \) transformation. For images containing more outlines, like Goldhill, Barbara and the fingerprints Finger1–3, the proposed methods give the smallest average of first order entropies, the gain being approximatively 0.15 bpp.
5.3.2 Actual bit-rate

We also compared the performances in lossless coding of the proposed methods on the actual bit-rate obtained with the contextual adaptive arithmetic coder implemented by Said [18]. Moreover, the bit-stream required for coding the heading is taken into account in the bit-rate. The results are shown in Tab. 5. For natural images, CALIC gives on average the smallest bit-rate, however, among codecs that permit progressive coding in resolution, the LAE method is that which gives the smallest bit-rate, slightly lower than the one of S+P or LOCO. Jasper is higher than other codecs by about 0.1 bpp. Whereas for MRI medical images, Jasper is significantly better. This is due to the fact that MRI medical images are smooth. The efficiency of Jasper decreases on images with steep outlines. On the family of textures and fingerprints, CALIC and LAE methods are similar and have significantly better performances than the other codecs.

On natural images and on MRI medical images, the performances in lossless coding of codecs based on the proposed methods do not exceed those of classical codecs based on multiresolution decomposition with filters having fixed coefficients. However, as expected, the variance of the error of prediction $x_h(mn,\phi)$ is smaller with the proposed methods than with the others. That illustrates the fact that the criterion of minimizing the variance for finding optimal transform in coding is only justified with Gaussian sources. For the families of satellite images and textures (with fingerprints), the codecs based on the proposed methods give a slight but still noticeable (about 0.05 to 0.08 bpp) coding gain compared to the others. However, the coding gain on satellite or textured images is much smaller than the one observed on synthetic images and we can deduce again that the criterion of minimizing the variance is not the good one for actual images.

5.3.3 Scalability and complexity

For a progressive coding in resolution, the $S$-transform is systematically applied in any ‘predict’ step for resolutions smaller or equal to $256 \times 256$ (in order to avoid aliasing artefacts) and we observed that, compared to the others, the positive coding gain of codecs GAEa and LAE remains noticeable at smaller resolutions, for satellite and textured images. Now, as it was mentioned in Subsection 3.3, both the GAE and LAE methods are not suitable for progressive coding in rate (or quality). In Tab. 6 we compare the coding and decoding times of the different codecs.
6 Conclusion

In this paper we have introduced an adapted generalized lifting scheme, in which the predict step is built upon two filters, leading to taking advantage of all the information available at the decoder. With this structure applied in a multiresolution decomposition framework, we have studied two kinds of adaptation based on LSE, according to the different stationarity assumptions made on the input image. One decomposition, called globally adapted estimation (GAE), assumes the entire input image is a WSS signal. The other one, called locally adapted estimation (LAЕ), assumes only local WSS. The efficiency in lossless coding of these decompositions has been shown on Gaussian synthetic images satisfying these stationarity conditions and their performances have been compared with those of well-known codecs (S+P [18], LOCO I [20], CALIC [22] and Jasper [23]) on actual images. We have considered four families of images: natural, MRI medical, satellite and textures associated with fingerprints. On natural and MRI medical images, the performances in lossless coding of codecs based on the proposed methods do not exceed those of classical codecs. Nevertheless, for the families of satellite images and textures (with fingerprints), the codecs based on the proposed methods give a slight but still noticeable (about 0.05 to 0.08 bpp) coding gain compared to the others, at the price of a more important coding time. However, the coding gain for satellite and textured images is much smaller than the one observed on synthetic images and some improvements have to be done in order to satisfy the applications of satellite images. In future works we shall test other criteria, associated with the generalized lifting scheme, based on mutual information as the ones clarified in [33] or in [34].
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A Fast calculation of the Yule-Walker equations

First we introduce new notations: for two vectors $u \in \mathbb{R}^\alpha$ and $v \in \mathbb{R}^\beta$, we denote $T[u, v]$ the Toeplitz matrix of dimension $\alpha \times \beta$ whose first column (resp. row) is equal to $u$ (resp. $v^T$). For a matrix $A$ of dimension
$m \times n$, the element localized at the intersection of the \((i+1)^{\text{th}}\) row and the \((j+1)^{\text{th}}\) column \((0 \leq i < m\) and \(0 \leq j < n\) is denoted by \([A]_{i,j}\). Let us introduce the vector \(b_0 = (0, \ldots, 0, -1, b_{0,1}, b_{0,2}, \ldots, b_{0,q})^T\) of dimension \(2q + 1\), the \(p\) vectors \(b_\ell = (b_{\ell,q}, b_{\ell,q+1}, \ldots, b_{\ell,q})^T\) \((1 \leq \ell \leq p)\) of dimension \(2q + 1\), the \(2p + 1\) vectors \(a_\ell = (a_{\ell,q}, a_{\ell,q+1}, \ldots, a_{\ell,q})^T\) \((-p \leq \ell \leq p)\) of dimension \(2q + 1\) and the vectors \(b'_\ell = (b'_0, b'_1, \ldots, b'_{p})^T\) and \(a = (a_{-p}, a_{-p+1}, \ldots, a_{p})^T\). With the \((m+1)^{\text{th}}\) row of the subband signal \(x_2\), we associate the \(p + 1\) Toeplitz matrices \((0 \leq \ell \leq p)\)

\[
X_\ell(m) = T [(x_2(m - \ell, q), \ldots, x_2(m - \ell, N_2 - 1))^T, (x_2(m - \ell, q), \ldots, x_2(m - \ell, 0), 0, \ldots, 0)^T]
\]

of dimension \((N_2 - q) \times (2q + 1)\) and the block matrix

\[
X(m) = \begin{bmatrix} X_0(m) & X_1(m) & \cdots & X_p(m) \end{bmatrix}
\]

of dimension \((N_2 - q) \times (2q + 1)(p + 1)\). In the same way, with the \((m+1)^{\text{th}}\) row of the signal \(x_1\) we associate the \(2p + 1\) Toeplitz matrices \((-p \leq \ell \leq p)\)

\[
Y_\ell(m) = T [(x_1(m - \ell, q), \ldots, x_1(m - \ell, N_2 - 1))^T, (x_1(m - \ell, q), \ldots, x_1(m - \ell, 0), 0, \ldots, 0)^T]
\]

of dimension \((N_2 - q) \times (2q + 1)\) and the block matrix \(Y(m) = [Y_{-p}(m) Y_{-p+1}(m) \cdots Y_p(m)]\) of dimension \((N_2 - q) \times (2p + 1)(2q + 1)\). With these notations, the error of estimation \(\varepsilon_{h}(m) = [x_h(m, 0), \ldots, x_h(m, N_2 - q - 1)]^T\) associated to the \((m+1)^{\text{th}}\) row of \(x_2\) satisfies the relation \(-\varepsilon_{h}(m) = X(m) b'_\ell + Y(m) a\). Moreover, it results from the relations (23) and (25) that \(Y_k(m) = Y_{k-1}(m - 1) = Y_0(m - k), X_k(m) = Y_k(m) = 0\) (if \(m < k\)) and that for \(0 < k \leq p\) and \(0 \leq m < M_2 - p\)

\[
X_k(m) = X_{k-1}(m - 1) = X_0(m - k).
\]

The equations of estimation lead then to

\[
-(\varepsilon_{h}(0)^T, \varepsilon_{h}(1)^T, \ldots, \varepsilon_{h}(M_2 - p - 1)^T)^T = X b'_\ell + Y a.
\]

with the block Toeplitz matrices \(X\) and \(Y\), whose first columns are respectively \((X_0(0)^T, X_0(1)^T, \ldots, X_0(M_2 - p - 1)^T)\) and \((Y_0(p)^T, Y_0(p+1)^T, \ldots, Y_0(M_2 - 1)^T)^T\) and whose first rows are respectively \((X_0(0), 0, \ldots, 0)\) and \((Y_0(p), Y_0(p - 1), \ldots, Y_0(0), 0, \ldots, 0)\). Since each block \(X_0(k)\) or \(Y_0(k)\) is Toeplitz, we may observe that both the matrices \(X\) are \(Y\) are Toeplitz and also block Toeplitz. The coefficients of the optimal filters
are solutions to the Yule-Walker equations [28] that may be written \((b^T, a^T)C = (u^T, -W, \bar{u}^T)\), where \(u\) is a vector of dimension \(q\), \(W = (M_2 - p)(N_2 - q)J_1\) and
\[
C = \left[ \begin{array}{c} X \ Y \end{array} \right]^T \left[ \begin{array}{c} X \ Y \end{array} \right] = \left[ \begin{array}{ccc} X^TX & X^TY \\ Y^TX & Y^TY \end{array} \right]
\] (28)
is a symmetrical matrix of order \(\omega' = (2q + 1)(3p + 2)\). Since the \(q + 1\) first components of \(b'\) are known, the actual dimension of the system is \(\omega = 6pq + 3p + 3q + 1\). However, it is faster to calculate first the entire matrix \(C\) and then to extract from it the system’s matrix \(Y^TY\), than to directly calculate this last matrix. The relation (27) differs from the well known equations encountered with the pre-windowed method [27] [28] and from the equations in [10] in the extra terms \(Y\). Consequently, the displacement rank [27] of the matrix \(C\) is not equal to 1. Nevertheless, the elements of \(C\) still have a great redundancy and the reasoning presented in [29] can be adapted to this matrix.

To be short, only the relations that permit to calculate the block \(X^TX\) of \(C\) are given. The same reasoning could be carried out for the other blocks. It results from the relations (27) and (24) that \(X^TX = \sum_{m=0}^{M_2-p-1} X(m)^T X(m) = \sum_{m=0}^{M_2-p-1} X_k(m)^T X_\ell(m)\) (for \(0 \leq k, \ell < p\), where the last expression is a block representation of \(X^TX\). Let \(T_{k,\ell} = \sum_{m=0}^{M_2-p-1} X_k(m)^T X_\ell(m)\) (\(0 \leq k, \ell < p\)) be the block of dimension \((2q + 1) \times (2q + 1)\). We have \(T_{k,\ell}^T = T_{\ell,k}\). The relation (26) leads to \(T_{k,\ell} = T_{k-1,\ell-1} - X_0(M_2 - p - k)^TX_0(M_2 - p - \ell)\) for \(1 \leq k \leq \ell \leq p\). It is straightforward to deduce from (23) that \(X_0(m-k)^TX_0(m-\ell)\) (\(0 \leq k \leq \ell \leq p\) and \(\ell \leq m < M_2 - p\)) has a displacement rank of 2. Therefore, for \(0 \leq \ell \leq p\), we have
\[
[T_{0,\ell}]_{i,j} = [T_{0,\ell}]_{i-1,j-1} + \sum_{m=\ell}^{M_2-p-1} x_2(m, q - i)x_2(m - \ell, q - j) - \sum_{m=\ell}^{M_2-p-1} x_2(m, N_2 - i)x_2(m - \ell, N_2 - j).
\]
In conclusion, the calculation of a block requires (in additions and multiplications):

- \(O(N_2)\) operations for \(T_{k,\ell}\) with \(0 \leq k \leq \ell \leq p\),
- \(2(4q + 1)M_2N_2 + o(M_2N_2)\) operations for \(T_{0,\ell}\) with \(p \geq \ell \geq 1\),
- \(2(2q + 1)M_2N_2 + o(M_2N_2)\) operations for \(T_{0,0}\),

and the calculus of \(X^TX\) requires \(2[(4q + 1)p + 2q + 1]M_2N_2 + o(M_2N_2)\) operations. In the same way, the computation of \(X^TY\) requires \(2(4q + 1)(3p + 1) + o(M_2N_2)\) operations and the computation of \(Y^TY\) requires \(2[(4q + 1)2p + 2q + 1]M_2N_2 + o(M_2N_2)\) operations. Finally, the computation of \(C\) costs \(2[2(4q + 1)(3p + 1) + 1]M_2N_2 + o(M_2N_2)\) operations.
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Figure 1: Standard lifting scheme for perfect reconstruction filter bank with two subbands. Top: analysis filter bank; bottom: associated synthesis filter bank.

Figure 2: Predict step of the generalized lifting scheme. Compared to the standard lifting scheme, a second filter $B(z)$ is introduced. The filters $A$ and $B$ adapt to the input data.

Figure 3: Predict step of the generalized lifting scheme in the 2-D case. The additional filter $B(z_1, z_2)$ is introduced in comparison with the standard lifting scheme. Each of the filters $A$ and $B$ are adapted to the input signal.
Polyphase decomposition of the 2-D input signal into two signals $x_1, x_2$

Initialization

$\mathbf{c} = [1, 0, \ldots, 0]^T \in \mathbb{R}^{r_1 + r_2}$

$\Phi^{-1} = \delta^{-1} \mathbf{I}, 0 < \delta \ll 1.$

$\alpha$, forgetting factor

For $m = 1, 2, \ldots$

For $n = 1, 2, \ldots$

make the vector $y_1(m, n)$.

make the vector $y_2(m, n)$.

make the observation vector $y(m, n) = [y_1^T(m, n), y_2^T(m, n)]^T$

$x_h(m, n) = x_1(m, n)$

$x_h(m, n) = x_2(m, n) - \mathbf{c}^T y(m, n)$

$\Phi^{-1} = \alpha^{-1} \Phi^{-1} - \left[\alpha^{-1} \Phi^{-1} y(m, n) y(m, n)^T \Phi^{-1}\right] / \left[\alpha + y(m, n)^T \Phi^{-1} y(m, n)\right]$ 

$g(m, n) = \Phi^{-1} y(m, n)$

$\mathbf{c} = \mathbf{c} + g(m, n) x_h(m, n)$

end for $n$

end for $m$

Table 1: Algorithm of adaptation of the filter coefficients for the LAE method.
Figure 6: Synthetic images, globally stationary (top first two rows) and locally stationary (last two rows). In the first row the causality is NSHP and QP in the second row. In the last two rows, the causality is either QP or NSHP per area (this choice has been made at random). The values indicated under each image correspond respectively to its variance and its first order entropy.
Figure 7: Some images used in our tests.

<table>
<thead>
<tr>
<th></th>
<th>GAE var.</th>
<th>GAE ent.</th>
<th>LAE var.</th>
<th>LAE ent.</th>
<th>Gerek et al. var.</th>
<th>Gerek et al. ent.</th>
<th>(9,7) var.</th>
<th>(9,7) ent.</th>
<th>(5,3) var.</th>
<th>(5,3) ent.</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSS_1</td>
<td>108.1</td>
<td>5.42</td>
<td>112.8</td>
<td>5.44</td>
<td>185.1</td>
<td>5.81</td>
<td>216.5</td>
<td>5.93</td>
<td>325.7</td>
<td>6.22</td>
</tr>
<tr>
<td>WSS_2</td>
<td>181.1</td>
<td>5.80</td>
<td>185.7</td>
<td>5.81</td>
<td>231.7</td>
<td>6.21</td>
<td>359.2</td>
<td>6.29</td>
<td>548.1</td>
<td>6.59</td>
</tr>
<tr>
<td>WSS_3</td>
<td>189.5</td>
<td>5.83</td>
<td>195.4</td>
<td>5.85</td>
<td>324.7</td>
<td>6.20</td>
<td>355.7</td>
<td>6.28</td>
<td>542.1</td>
<td>6.58</td>
</tr>
<tr>
<td>WSS_4</td>
<td>278.4</td>
<td>6.11</td>
<td>287.4</td>
<td>6.13</td>
<td>509.7</td>
<td>6.54</td>
<td>555.5</td>
<td>6.60</td>
<td>849.3</td>
<td>6.91</td>
</tr>
<tr>
<td>WSS_5</td>
<td>143.4</td>
<td>5.63</td>
<td>146.8</td>
<td>5.64</td>
<td>271.4</td>
<td>6.08</td>
<td>269.6</td>
<td>6.08</td>
<td>404.8</td>
<td>6.38</td>
</tr>
<tr>
<td>WSS_6</td>
<td>176.5</td>
<td>5.78</td>
<td>189.1</td>
<td>5.80</td>
<td>315.6</td>
<td>6.19</td>
<td>364.6</td>
<td>6.30</td>
<td>556.4</td>
<td>6.61</td>
</tr>
<tr>
<td>WSS_7</td>
<td>172.1</td>
<td>5.76</td>
<td>176.3</td>
<td>5.78</td>
<td>304.7</td>
<td>6.17</td>
<td>366.8</td>
<td>6.31</td>
<td>559.3</td>
<td>6.61</td>
</tr>
<tr>
<td>WSS_8</td>
<td>194.8</td>
<td>5.85</td>
<td>199.6</td>
<td>5.87</td>
<td>353.7</td>
<td>6.27</td>
<td>401.7</td>
<td>6.37</td>
<td>614.0</td>
<td>6.68</td>
</tr>
<tr>
<td>average</td>
<td>5.77</td>
<td>5.79</td>
<td>6.18</td>
<td>6.27</td>
<td>6.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Variance (var.) and first order entropy (ent.) of the subband signal $x_h$ for different lifting scheme decompositions. The input signals WSS_1 to WSS_8 are described in § 4.1.

<table>
<thead>
<tr>
<th></th>
<th>GAE var.</th>
<th>GAE ent.</th>
<th>LAE var.</th>
<th>LAE ent.</th>
<th>Gerek et al. var.</th>
<th>Gerek et al. ent.</th>
<th>(9,7) var.</th>
<th>(9,7) ent.</th>
<th>(5,3) var.</th>
<th>(5,3) ent.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loc_WSS_1</td>
<td>129.0</td>
<td>5.55</td>
<td>127.4</td>
<td>5.54</td>
<td>337.8</td>
<td>6.23</td>
<td>418.8</td>
<td>6.40</td>
<td>640.0</td>
<td>6.70</td>
</tr>
<tr>
<td>Loc_WSS_2</td>
<td>124.0</td>
<td>5.51</td>
<td>117.8</td>
<td>5.46</td>
<td>344.5</td>
<td>6.22</td>
<td>409.9</td>
<td>6.36</td>
<td>631.3</td>
<td>6.68</td>
</tr>
<tr>
<td>Loc_WSS_3</td>
<td>141.4</td>
<td>5.61</td>
<td>141.6</td>
<td>5.60</td>
<td>356.8</td>
<td>6.27</td>
<td>471.3</td>
<td>6.47</td>
<td>719.1</td>
<td>6.77</td>
</tr>
<tr>
<td>Loc_WSS_4</td>
<td>108.6</td>
<td>5.42</td>
<td>103.0</td>
<td>5.38</td>
<td>291.5</td>
<td>6.13</td>
<td>351.1</td>
<td>6.26</td>
<td>537.7</td>
<td>6.56</td>
</tr>
<tr>
<td>Loc_WSS_5</td>
<td>79.4</td>
<td>5.14</td>
<td>77.6</td>
<td>5.12</td>
<td>236.3</td>
<td>5.89</td>
<td>248.1</td>
<td>5.97</td>
<td>380.7</td>
<td>6.28</td>
</tr>
<tr>
<td>Loc_WSS_6</td>
<td>115.5</td>
<td>5.46</td>
<td>116.5</td>
<td>5.44</td>
<td>310.7</td>
<td>6.17</td>
<td>369.7</td>
<td>6.29</td>
<td>565.6</td>
<td>6.60</td>
</tr>
<tr>
<td>Loc_WSS_7</td>
<td>112.5</td>
<td>5.44</td>
<td>110.1</td>
<td>5.43</td>
<td>303.6</td>
<td>6.15</td>
<td>357.1</td>
<td>6.27</td>
<td>546.0</td>
<td>6.58</td>
</tr>
<tr>
<td>Loc_WSS_8</td>
<td>105.9</td>
<td>5.41</td>
<td>104.1</td>
<td>5.39</td>
<td>263.1</td>
<td>6.06</td>
<td>379.5</td>
<td>6.32</td>
<td>581.5</td>
<td>6.63</td>
</tr>
<tr>
<td>average</td>
<td>5.44</td>
<td>5.42</td>
<td>6.14</td>
<td>6.29</td>
<td>6.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Variance (var.) and first order entropy (ent.) of the subband signal $x_h$ for different lifting scheme decompositions. The input signals Loc_WSS_1 to Loc_WSS_8 are described in § 4.1.
<table>
<thead>
<tr>
<th></th>
<th>(2,2)</th>
<th>(4,2)</th>
<th>(4,4)</th>
<th>(5,3)</th>
<th>S+P</th>
<th>GAE</th>
<th>LAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>4.35</td>
<td><strong>4.30</strong></td>
<td>4.30</td>
<td>4.30</td>
<td>4.30</td>
<td>4.33</td>
<td>4.33</td>
</tr>
<tr>
<td>Goldhill</td>
<td>4.84</td>
<td>4.83</td>
<td>4.83</td>
<td>4.84</td>
<td>4.84</td>
<td>4.81</td>
<td><strong>4.80</strong></td>
</tr>
<tr>
<td>Barbara</td>
<td>4.99</td>
<td>4.86</td>
<td>4.82</td>
<td>4.99</td>
<td>4.83</td>
<td>4.69</td>
<td><strong>4.68</strong></td>
</tr>
<tr>
<td>F16</td>
<td>4.18</td>
<td><strong>4.14</strong></td>
<td><strong>4.14</strong></td>
<td>4.18</td>
<td>4.20</td>
<td>4.18</td>
<td>4.22</td>
</tr>
<tr>
<td>Mandrill</td>
<td>6.11</td>
<td>6.09</td>
<td>6.08</td>
<td>6.11</td>
<td>6.15</td>
<td><strong>6.07</strong></td>
<td><strong>6.07</strong></td>
</tr>
<tr>
<td>Peppers</td>
<td><strong>4.58</strong></td>
<td><strong>4.58</strong></td>
<td><strong>4.58</strong></td>
<td>4.58</td>
<td>4.70</td>
<td><strong>4.58</strong></td>
<td>4.67</td>
</tr>
<tr>
<td>IRM1</td>
<td>2.31</td>
<td>3.05</td>
<td>3.04</td>
<td>2.18</td>
<td>3.39</td>
<td>3.03</td>
<td>3.10</td>
</tr>
<tr>
<td>IRM2</td>
<td>2.35</td>
<td>3.10</td>
<td>3.10</td>
<td><strong>2.23</strong></td>
<td>3.49</td>
<td>2.78</td>
<td>3.05</td>
</tr>
<tr>
<td>IRM3</td>
<td>5.18</td>
<td>5.11</td>
<td>5.11</td>
<td>5.18</td>
<td>5.06</td>
<td><strong>4.88</strong></td>
<td>5.01</td>
</tr>
<tr>
<td>IRM4</td>
<td>4.54</td>
<td>4.47</td>
<td>4.48</td>
<td>4.52</td>
<td>4.36</td>
<td>4.43</td>
<td>4.38</td>
</tr>
<tr>
<td>IRM5</td>
<td>4.24</td>
<td>4.11</td>
<td>4.12</td>
<td>4.24</td>
<td>4.04</td>
<td>4.35</td>
<td><strong>4.03</strong></td>
</tr>
<tr>
<td>IRM6</td>
<td>1.84</td>
<td>2.36</td>
<td>2.36</td>
<td><strong>1.74</strong></td>
<td>2.60</td>
<td>3.47</td>
<td>2.39</td>
</tr>
<tr>
<td>Pentagone</td>
<td>5.27</td>
<td>5.27</td>
<td><strong>5.26</strong></td>
<td>5.27</td>
<td>5.72</td>
<td>5.27</td>
<td>5.28</td>
</tr>
<tr>
<td>Sanfrancisco</td>
<td>4.88</td>
<td>4.86</td>
<td>4.85</td>
<td>4.88</td>
<td>5.35</td>
<td><strong>4.85</strong></td>
<td><strong>4.85</strong></td>
</tr>
<tr>
<td>Okland</td>
<td>4.38</td>
<td>4.37</td>
<td>4.36</td>
<td>4.38</td>
<td>4.84</td>
<td><strong>4.35</strong></td>
<td>4.38</td>
</tr>
<tr>
<td>Toulouse</td>
<td>5.23</td>
<td>5.15</td>
<td>5.15</td>
<td>5.23</td>
<td>5.92</td>
<td><strong>5.05</strong></td>
<td>5.11</td>
</tr>
<tr>
<td>Genes</td>
<td>4.28</td>
<td>4.25</td>
<td>4.25</td>
<td>4.28</td>
<td>5.01</td>
<td><strong>4.21</strong></td>
<td>4.24</td>
</tr>
<tr>
<td>Airplane$^*$</td>
<td>4.51</td>
<td>4.52</td>
<td>4.51</td>
<td>4.51</td>
<td>4.80</td>
<td><strong>4.46</strong></td>
<td>4.50</td>
</tr>
<tr>
<td>Airport$^*$</td>
<td>5.40</td>
<td>5.38</td>
<td>5.38</td>
<td>5.40</td>
<td>5.82</td>
<td><strong>5.21</strong></td>
<td>5.31</td>
</tr>
<tr>
<td>Finger1</td>
<td>4.85</td>
<td>4.61</td>
<td>4.62</td>
<td>4.85</td>
<td>4.53</td>
<td><strong>4.33</strong></td>
<td>4.40</td>
</tr>
<tr>
<td>Finger2</td>
<td>4.25</td>
<td>4.09</td>
<td>4.10</td>
<td>4.25</td>
<td>4.09</td>
<td><strong>3.89</strong></td>
<td>3.94</td>
</tr>
<tr>
<td>Finger3</td>
<td>4.78</td>
<td>4.56</td>
<td>4.60</td>
<td>4.78</td>
<td>4.54</td>
<td><strong>4.36</strong></td>
<td>4.40</td>
</tr>
</tbody>
</table>

Table 4: Average of the first order entropies of the image decomposed with 5 or 6 (images with an asterisk) levels of decomposition. For the GAE method, the values of the parameters are $(p, q) = (3, 3)$ and a separable decimation. For the LAE method, the values of the parameters are separable decimation, $\alpha = 0.9995$, $(r_1, r_2) = (6, 2)$ for MRI medical images and $(r_1, r_2) = (8, 4)$ for all other image families.
### Table 5: Bit-rates (in bpp) for the codecs S+P, LOCO (i.e., JPEG-LS), CALIC, Jasper (i.e., JPEG2000) and the proposed methods. Only the four coders GAEa, LAE, Jasper and S+P allow for a progressive coding in resolution. The rows “average” are computed for each family of images.

<table>
<thead>
<tr>
<th></th>
<th>no progr. coding</th>
<th>progressive coding in resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Image</strong></td>
<td>LOCO</td>
<td>CALIC</td>
</tr>
<tr>
<td>Lena</td>
<td>4.24</td>
<td>4.13</td>
</tr>
<tr>
<td>Goldhill</td>
<td>4.71</td>
<td>4.65</td>
</tr>
<tr>
<td>Barbara</td>
<td>4.74</td>
<td>4.51</td>
</tr>
<tr>
<td>Mandrill</td>
<td>6.04</td>
<td>5.90</td>
</tr>
<tr>
<td>Peppers</td>
<td>4.49</td>
<td>4.39</td>
</tr>
<tr>
<td>Airplane</td>
<td>4.61</td>
<td>4.47</td>
</tr>
<tr>
<td>Airport</td>
<td>5.32</td>
<td>5.22</td>
</tr>
<tr>
<td>Average</td>
<td>4.82</td>
<td>4.70</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MRI1</th>
<th>MRI2</th>
<th>MRI3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRI1</td>
<td>2.77</td>
<td>2.20</td>
<td>2.58</td>
<td>2.41</td>
</tr>
<tr>
<td>MRI2</td>
<td>2.54</td>
<td>2.34</td>
<td><strong>1.69</strong></td>
<td>2.59</td>
</tr>
<tr>
<td>MRI3</td>
<td>5.27</td>
<td>5.09</td>
<td>5.22</td>
<td>5.04</td>
</tr>
<tr>
<td>Average</td>
<td>2.81</td>
<td>2.65</td>
<td><strong>2.40</strong></td>
<td>2.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Genes</th>
<th>Mars</th>
<th>Okland3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genes</td>
<td>3.81</td>
<td>3.72</td>
<td>4.01</td>
<td>3.89</td>
</tr>
<tr>
<td>Mars</td>
<td>4.26</td>
<td>4.03</td>
<td>4.24</td>
<td>3.85</td>
</tr>
<tr>
<td>Okland3</td>
<td>4.41</td>
<td>4.28</td>
<td>4.44</td>
<td>4.31</td>
</tr>
<tr>
<td>Average</td>
<td>4.70</td>
<td>4.53</td>
<td>4.85</td>
<td>4.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Fing1</th>
<th>Text1</th>
<th>Text2</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fing1</td>
<td>4.57</td>
<td>4.44</td>
<td>4.46</td>
<td>4.33</td>
</tr>
<tr>
<td>Text1</td>
<td>6.71</td>
<td>6.62</td>
<td>6.79</td>
<td>6.53</td>
</tr>
<tr>
<td>Text2</td>
<td>5.97</td>
<td>5.88</td>
<td>6.18</td>
<td>5.95</td>
</tr>
<tr>
<td>Average</td>
<td>4.69</td>
<td>4.58</td>
<td>4.75</td>
<td>4.62</td>
</tr>
</tbody>
</table>

### Table 6: Mean coding and mean decoding time on images of dimension $512 \times 512$ and coded on 8 bpp, expressed in seconds. The codecs have been implemented on a PC PIII 700 MHz, with 256 Mo of RAM.

<table>
<thead>
<tr>
<th></th>
<th>LOCO</th>
<th>CALIC</th>
<th>JASPA</th>
<th>S+P</th>
<th>GAEa</th>
<th>LAE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>coding</strong></td>
<td>0.12</td>
<td>0.21</td>
<td>0.40</td>
<td>0.36</td>
<td>3.19</td>
<td>3.27</td>
</tr>
<tr>
<td><strong>decoding</strong></td>
<td>0.11</td>
<td>0.26</td>
<td>0.37</td>
<td>0.35</td>
<td>0.46</td>
<td>3.20</td>
</tr>
</tbody>
</table>