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Abstract

We solve the problem of chaos suppression of Lü's hyper-chaotic system via feedback control. We use only one control input and moreover the controller is a simple proportional feedback and uses the measurement of only one variable. We show that this simple control law suffices to stabilize the hyper-chaotic system to the zero equilibrium globally and asymptotically. We present stability proofs based on Lyapunov's direct method and integration of solutions. As a corollary of our main result we draw the conclusion that the system is globally stabilizable by simply varying one parameter, when possible. Simulation experiments that show the effectiveness of our method are also presented.

PACS: 05.45.Ac; 05.45.Gg; 02.30.Hq; 05.45.Pq

Keywords: Lü system, Lorenz system, chaos control, Lyapunov method

1 Introduction

Many mathematical definitions of chaos exist but roughly, it may be described as a type of dynamic behaviour with the following characteristics: extreme sensitivity to changes in initial conditions, random-like behaviour, deterministic motion, trajectories of chaotic systems pass through any point an infinite number of times. The discovery of chaos as a dynamic behaviour goes back undoubtedly to the mathematician and physicist H. Poincaré in the early 1900s, notably, in his celebrated work on the 3-body problem. Experimentally, chaos was first observed by Lorenz while simulating weather models. The celebrated Lorenz system [8] is a third-order autonomous system with two bilinear nonlinearities which produces the famous “butterfly attractor”. In [3,15], Chen generated a somewhat similar yet topologically different chaotic system, known now as the “Chen” system. One shall also mention the Rössler chaotic system – cf. [14] which, as the first two is bilinear and of 3rd order.

Another interesting 3rd-order chaotic system is the so-called Lü system [10]:

\[ \dot{x} = a(y - x) \]  
\[ \dot{y} = -xz + cy \]  
\[ \dot{z} = xy - bz \]  
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with $a = 36, b = 3$ and $c = 20$. Parallel research on the Lü system has been carried on to produce other 3rd-order modifications of the latter with yet more interesting characteristics. For instance, the modified Lü system

$$\begin{align*}
\dot{x}_s &= \beta x_s - y_s z_s + c \\
\dot{y}_s &= -ay_s + x_s z_s \\
\dot{z}_s &= -bz_s + x_s y_s
\end{align*}$$

was introduced by the authors of [10] in [9]. Master-slave synchronization of this type of systems is studied via nonlinear feedback in [13,16].

One of the aspects of undoubted interest in chaos research is control. For instance, the ability to make the system dynamics converge to a constant set-point, a periodic orbit or a different chaotic attractor than the natural one. Many techniques exist for chaos control such as the well-known OGY method [12], time-delay [6], nonlinear feedback control –cf. [11], sliding modes –cf. [2], Lyapunov exponents placement –cf. [1] to mention a few.

In this article we concentrate on chaos control of the Lü hyper-chaotic system. An interesting feature of this system is that by adding a feedback term and making the parameters vary appropriately one may provoke the system to exhibit different chaotic attractors; indeed, its behaviour will range from that similar to the Lorenz system to the Chen system. In the very recent article [7] the authors present an exhaustive study enriched with many simulation experiments that show how, via feedback control one may exhibit different chaotic regimes, going from those of the Lorenz system to the Chen’s and other intermediary behaviors. The change of dynamics is provoked via feedback control, using different techniques: fuzzy control, nonlinear feedback control, etc. In particular, the latter consists on adding a bilinear nonlinearity to one of the system’s equations and making a parameter vary over different ranges.
Other articles where control of this hyper-chaotic system is studied include [4,5,11]. In [5] several control laws are proposed which stabilize the system at the zero equilibrium; for instance, a linear control law of dimension four and nonlinear feedbacks. In [11] the complex method of backstepping control is used to construct a highly nonlinear controller but which is also suitable to drive the system towards periodic orbits.

In this article we study the control towards an equilibrium point (hence chaos suppression) of the generalized 4th-order Lü system given by – cf. [5]

\[
\begin{align*}
\dot{x}_s &= a(y_s - x_s) + u_x \\
\dot{y}_s &= bx_s - kx_s z_s + w_s + u_y \\
\dot{z}_s &= -cz_s + hx_s^2 + u_z \\
\dot{w}_s &= -dx_s + u_w
\end{align*}
\]

(3)

where \(a, b, c, d, k\) and \(h\) are constant parameters and \(u_x, u_y, u_z\) and \(u_w\) are control inputs. For the following values of these physical parameters, the unforced system that is, with all control inputs set to zero, exhibits a hyper-chaotic behaviour:

\[
a = 10, \quad b = 40, \quad c = 2.5, \quad d = 10.6, \quad k = 1, \quad h = 4.
\]

(4)

The attractors for the case when the system is unforced (i.e., with all controls set to zero) are showed in Figures 1, 2 and 3. The initial conditions are set to:

\[
\begin{align*}
x_s(0) &= -4 \\
y_s(0) &= -8 \\
w_s(0) &= 12 \\
z_s(0) &= -6.
\end{align*}
\]

(5)

As mentioned, control to the origin of system (3) has been very recently studied in [5] where several techniques are proposed: the first uses linear proportional feedback on all four inputs; the second uses speed feedback of \(\dot{y}\) which, to be implemented either requires
to estimate numerically \( \dot{y} \) or to use its definition from Eq. (3b). The latter imposes to know the states \( x_s, w_s \) and \( z_s \) and uses bilinear terms. In this article we show that it is possible to suppress the hyper-chaotic behaviour by acting on one single equation, that is, we only use the control input \( u_y \). We achieve this by linear proportional feedback of the variable \( x_s \). As a corollary of our main result we can draw the conclusion that the system may be stabilized from a chaotic regime by simply varying the parameter \( b \).

2 Control of hyper-chaotic system to the origin

2.1 Proportional feedback control

We solve the problem of stabilizing the system (3) at the origin i.e., the equilibrium \( (x_s, y_s, z_s, w_s) = (0, 0, 0, 0) \). Firstly, we stress, as in [5] that the origin is a saddle point of the unforced system; this can be viewed by investigating the roots of the characteristic polynomial of the linearization of (3) around the origin:

\[
\begin{pmatrix}
\dot{x}_s \\
\dot{y}_s \\
\dot{z}_s \\
\dot{w}_s
\end{pmatrix}
= 
\begin{bmatrix}
-a & a & 0 & 0 \\
b & 0 & 0 & 1 \\
0 & 0 & -c & 0 \\
-d & 0 & 0 & 0
\end{bmatrix}
\begin{pmatrix}
x_s \\
y_s \\
z_s \\
w_s
\end{pmatrix}.
\]

(6)

The roots of the characteristic polynomial of \( A \) that is, the roots of \( \det(A - \lambda I) = 0 \) are

\[
\lambda_1 = -25.7153, \quad \lambda_2 = 15.4484, \quad \lambda_3 = -2.5, \quad \lambda_4 = 0.2668.
\]

(7)
The following theorem establishes that the simple and unique control law \( u_y = -k_1 x_s \) in the second equation suffices to stabilize the system at the origin.

**Theorem 1** Consider the system (3) and assume that all the parameters are such that the system in open loop is chaotic. Consider the controller

\[
  u_x = 0, \quad u_y = -k_1 x_s \quad u_z = 0, \quad u_w = 0.
\]

Then, for sufficiently large \( k_1 \) the zero equilibrium \((x, y, z, w) = (0, 0, 0, 0)\) of the closed-loop system is globally asymptotically stable.

**Proof.** We split the proof in two parts. First, we prove that the trajectories of the closed-loop system are uniformly globally bounded. Second, we show global asymptotic stability.

The first part of the proof relies on the observation that the system’s trajectories cannot explode in finite time and, that under a chaotic (open-loop) regime, the trajectories are uniformly bounded. The second part relies on standard Lyapunov theory.

Let \( \xi := [x_s, y_s, z_s, w_s]^\top \) denote the state of the closed-loop system (3), (8). Correspondingly, let \( \xi(t, \xi_0) \) denote the closed-loop trajectories with initial condition \( \xi(0) = \xi_0 \in \mathbb{R}^4 \). We also use the shorthand notation \( \xi(t) \).

**Part Ia.** First, we show that the system is uniformly forward complete i.e., that the solutions may not grow to infinity faster than exponentially with uniform increasing rate (no finite-time explosion is possible). Consider the functions

\[
  W_1(\xi) := \frac{1}{2} x_s^2, \quad W_2(\xi) := \frac{1}{2} y_s^2, \quad W_3(\xi) := \frac{1}{2} z_s^2, \quad W_4(\xi) := \frac{1}{2} w_s^2.
\]

Define \( \omega_i(t) := W_i(\xi(t)), \ i \in \{1, \ldots, 4\} \) and \( \omega(t) := \sum_{i=1}^4 \omega_i(t) \). A simple computation shows that there exist positive numbers \( \nu_1 \) and \( \nu_2 \) (which depend on the system’s parameters) such that the time derivative of \( \omega(t) \) along the closed-loop trajectories satisfies

\[
  \dot{\omega}(t) \leq \nu_1 \sum_{i=1}^4 \omega_i(t) + \nu_2 (\omega_1(t)^2 + \omega_2(t)^2 + \omega_3(t)^2)
\]

To see this, note that (in particular) the total derivative of \( W_2 \), using (3b) and (8), yields

\[
  \dot{W}_2 = (b - k_1) y_s x_s - k y_s x_s z_s + y_s w_s.
\]

Hence, using the triangle inequality \( |ab| \leq 0.5(a^2 + b^2) \) on each term we see that

\[
  \dot{\omega}_2(t) \leq 0.5(b - k_1) [y_s(t)^2 + x_s(t)^2] + 0.5 k [y_s(t)^2 + [x_s(t) z_s(t)]^2] + 0.5 [y_s^2 + w_s^2] \\
  \leq (b - k_1) [\omega_2(t) + \omega_1(t)] + k (\omega_2(t) + \omega_1(t)^2 + \omega_3(t)^2) + \omega_2(t) + \omega_4(t) \\
  \leq \nu_1' (\omega_1(t) + \omega_2(t) + \omega_4(t)) + \nu_2' (\omega_1(t)^2 + \omega_3(t)^2), \quad \nu_1', \nu_2' > 0.
\]

**Mutatis mutandis**, one finds similar bounds for \( \dot{\omega}_1, \dot{\omega}_3 \) and \( \dot{\omega}_4 \).

Now, let \( t_{\text{max}} > 0 \) be such that \( \|\xi(t)\| \to \infty \) as \( t \to t_{\text{max}} \). We proceed to evaluate the integral on both sides of the inequality in (9) from any \( t' \in [t_0, t_{\text{max}}) \) to \( t_{\text{max}} \) where \( t' \) is
such that $\omega_i' := \omega_i(t') > 0$ for all $i \in \{1, 2, 3, 4\}$. To that end we rewrite (9) as

$$\frac{d(\omega_1 + \omega_2 + \omega_3 + \omega_4)}{\nu_1 \sum_{i=1}^{4} \omega_i + \nu_2 (\omega_1^2 + \omega_2^2 + \omega_3^2)} \leq dt$$

and define $\omega_{\text{max}} := \limsup_{t \to t_{\text{max}}} \omega(t)$ to see that

$$\int_{\omega'}^{\omega_{\text{max}}} \frac{d\omega_4}{\nu_1 \sum_{i=1}^{4} \omega_i + \nu_2 (\omega_1^2 + \omega_2^2 + \omega_3^2)} \leq \int_{t'}^{t_{\text{max}}} dt.$$ 

If any of the elements of $\xi(t) := [x_s(t), y_s(t), z_s(t), w_s(t)]^T$ goes to infinity we have $\omega_{\text{max}} = +\infty$ hence, we have

$$\ln \left( \nu_1 \omega_4 + \nu_1 \sum_{i=1}^{3} \omega_i + \nu_2 (\omega_1^2 + \omega_2^2 + \omega_3^2) \right)_{\omega_4=\omega'} = t_{\text{max}} - t'$$

which implies that $t_{\text{max}} = +\infty$. In view of the definition of $W_4$ we see that the trajectories $w_s(t)$ may not grow faster than exponentially and with a rate independent of the initial conditions. A simple inspection at the closed-loop equations (3)-(8) shows that the same holds for the other variables. We conclude that the system is uniformly forward complete.

Part Ib. We now show boundedness. From forward completeness it follows that for each $\delta > 0$ and $T \geq 0$ there exists $M(\delta, T)$ such that

$$|\xi_0| \leq \delta \implies |\xi(t)| \leq M(\delta, T) \quad \forall t \in [0, T].$$

$M$ is, in general, a non-decreasing function of its arguments. Let the system operate in open loop for all $t \in [0, T]$ for any $T > 0$. Let $r$ be such that the closed ball $B_r$ is the smallest compact set strictly containing the system’s attractor and let $T^* > 0$ be the smallest number such that $\xi(t) \in B_r \quad \forall t \geq T^*$. $T^*$ is finite since the system is chaotic and is independent of initial conditions since the system (3)-(8) is autonomous. We obtain that $|\xi(t)| \leq \max \{M(\delta, T), r\}$ for all $t \in [0, T]$ and any $T > 0$. Define $M := M(\delta, T^*)$ then, $|\xi(t)| \leq \{M(\delta), r\}$ for all $t \geq 0$. Note that the same holds as $T \to 0$. That is, the solutions of (3)-(8) are uniformly globally bounded.

Part II. The proof of stability relies on regarding the closed-loop system as the cascade interconnection of two systems: the first being given by (3a), (3b), (3d) and (8) with “input” $z_s = z_s(t)$ and the second being given by the $z_s$ equation, (3c), (8), regarded as a system with input $x_s(t)$. The proof is constructed in two parts. First, we show exponential stability of (3a), (3b), (3d) uniformly in bounded inputs $z_s(t)$. Then, we show exponential stability of (3c) considering that it consists of a stable filter with a decaying input.

Following up Part I define, for any $\delta > 0$, $\beta_x := \max \{M(\delta), r\}$. Then, for any $\xi_0 \in B_\delta$ and all $t \geq 0$,

$$\sup_{t \geq 0} |x_s(t)| \leq \beta_x.$$ (10)
Integrating on both sides of Eq. (3c) we have
\[ z_s(t) = z_s(0)e^{-ct} + \int_0^t h_s(x_s(\tau))^2 e^{-c(\tau-t)}d\tau \]  
so using (10) we obtain
\[ |z_s(t)| \leq |z_s(0)| e^{-ct} + h_2 \beta_2 \int_0^t e^{-c(\tau-t)}d\tau \]
\[ \leq |z_s(0)| + \frac{h_2^2 \beta_2}{c} \leq \delta + \frac{h_2^2 \beta_2}{c} := \beta_z(\delta) \quad \forall t \geq 0. \]

Let \( \zeta^\top := [x_s, y_s, w_s] \). Consider the functions
\[ V_1(\zeta) := \frac{1}{2} \left( \alpha_1 x_s^2 + \alpha_3 y_s^2 + \alpha_2 w_s^2 \right), \quad \alpha_1, \alpha_2, \alpha_3 > 0 \]
\[ V_2(\zeta) := -\varepsilon_1 x_s y_s - \varepsilon_2 w_s y_s, \quad \varepsilon_1, \varepsilon_2 > 0. \]

The function \( V(\zeta) := V_1(\zeta) + V_2(\zeta) \) is positive definite, radially unbounded and satisfies
\[ \left( \begin{bmatrix} x_s \\ y_s \end{bmatrix}^\top A_1 \begin{bmatrix} x_s \\ y_s \end{bmatrix} + \begin{bmatrix} w_s \\ y_s \end{bmatrix}^\top A_2 \begin{bmatrix} w_s \\ y_s \end{bmatrix} \right) \geq V(\zeta) \geq \frac{1}{2} \left( \begin{bmatrix} x_s \\ y_s \end{bmatrix}^\top A_1 \begin{bmatrix} x_s \\ y_s \end{bmatrix} + \begin{bmatrix} w_s \\ y_s \end{bmatrix}^\top A_2 \begin{bmatrix} w_s \\ y_s \end{bmatrix} \right) \]
(12)

where the eigen-values of the matrices
\[ A_1 := \begin{bmatrix} \alpha_1 & -\varepsilon_1 \\ -\varepsilon_1 & \alpha_3/2 \end{bmatrix}, \quad A_2 := \begin{bmatrix} \alpha_2 & -\varepsilon_2 \\ -\varepsilon_2 & \alpha_3/2 \end{bmatrix} \]
are bounded from above and below by positive numbers for appropriate values of \( \alpha_1 \) and \( \alpha_2 \). The total time derivative of \( V_1 \) along the closed-loop trajectories yields
\[ \dot{V}_1(\zeta) = -\alpha_1 x_s^2 + \alpha_1 y_s x_s + \alpha_3 b x_s y_s - \alpha_3 k x_s y_s z_s + \alpha_3 w_s y_s - \alpha_3 k_1 x_s y_s - \alpha_2 d w_s x_s. \]

Let
\[ \alpha_1 := \frac{\alpha_3 (k_1 - b)}{a} \]
(13)
then, for all \( |z_s| \leq \beta_z \),
\[ \dot{V}_1(\zeta) = -\alpha_1 x_s^2 - \alpha_3 k x_s y_s z_s + \alpha_3 w_s y_s - \alpha_2 d w_s x_s \]
\[ \leq -\alpha_1 x_s^2 + \alpha_3 k \beta_2 |x_s| |y_s| + \alpha_3 w_s y_s - \alpha_2 d w_s x_s. \]
(14)
The total time derivative of $V_2$ along the closed-loop trajectories yields

$$
\dot{V}_2(\zeta) = -[bx_s - kx_s z_s + w_s - k_1 x_s][\varepsilon_1 x_s + \varepsilon_2 w_s] - y_s[\varepsilon_1 a(y_s - x_s) - \varepsilon_2 d x_s]
\leq -\varepsilon_1[a(y_s - x_s)] y_s - [\varepsilon_1 x_s + \varepsilon_2 w_s][(b - k_1)x_s - kx_s z_s + w_s] + \varepsilon_2 d x_s y_s
\leq -\varepsilon_1(b - k_1)x_s^2 - \varepsilon_2(b - k_1)w_s x_s + \varepsilon_1 k \beta \zeta x_s^2 - \varepsilon_1 w_s x_s + \varepsilon_2 k \beta \zeta |x_s| |w_s|
- \varepsilon_2 w_s^2 - \varepsilon_1 a y_s^2 + \varepsilon_1 a x_s y_s + \varepsilon_2 d x_s y_s.
$$

(15)

Putting together (14) and (15) we obtain

$$
\dot{V}_1 + \dot{V}_2 \leq -x_s^2[\alpha_1 a - \varepsilon_1 k \beta \zeta + k_1 - b] - \varepsilon_2 w_s^2 - \varepsilon_1 a y_s^2 + w_s x_s[\varepsilon_2(k_1 - b) - \varepsilon_1 - \alpha_2 d]
+ \varepsilon_2 k \beta \zeta |x_s| |w_s| + (\varepsilon_1 a + \varepsilon_2 d) x_s y_s + \alpha_3 k \beta \zeta |x_s| |y_s| + \alpha_3 w_s y_s
$$

(16)

For any $d > 0$ and $k_1 > b$ we define

$$
\alpha_2 := \frac{\varepsilon_2(k_1 - b) - \varepsilon_1}{d}
$$

(17)

and we impose

$$
\frac{\alpha_1 a}{2} \geq \varepsilon_1(k \beta \zeta + k_1 - b)
$$

(18)

which, in view of (13) holds if and only if

$$
\varepsilon_1 \leq \frac{\alpha_3(k_1 - b)}{k \beta \zeta + k_1 - b}
$$

(19)

which holds for $\varepsilon_1$ sufficiently small. Under these conditions we obtain

$$
\dot{V}_1 + \dot{V}_2 \leq -\frac{\alpha_1 a}{2} x_s^2 - \varepsilon_2 w_s^2 - \varepsilon_1 a y_s^2
+ \varepsilon_2 k \beta \zeta |x_s| |w_s| + (\varepsilon_1 a + \varepsilon_2 d + \alpha_3 k \beta \zeta) |x_s| |y_s| + \alpha_3 w_s y_s
$$

(20)

which holds if

$$
\begin{align*}
\dot{V}_1 + \dot{V}_2 \leq & -\frac{1}{3}\varepsilon_1 a y_s^2 - \frac{1}{6}\alpha_1 a x_s^2 - \frac{1}{3}\varepsilon_2 w_s^2 \\
& - \left[ x_s \right]^T \left[ \begin{array}{ccc} \frac{\alpha_1 a}{6} & -\frac{\varepsilon_2 k \beta \zeta}{2} & \varepsilon_3 \\ -\frac{\varepsilon_2 k \beta \zeta}{2} & \frac{\alpha_1 a}{6} & \varepsilon_3 \\ \varepsilon_3 & \varepsilon_3 & \frac{\alpha_1 a}{6} \end{array} \right] \left[ x_s \right] \\
& - \left[ w_s \right]^T \left[ \begin{array}{ccc} \frac{\varepsilon_2}{3} & -\frac{\alpha_3}{2} & \frac{\alpha_1 a}{3} \\ -\frac{\alpha_3}{2} & \frac{\varepsilon_2}{3} & \frac{\alpha_1 a}{3} \\ \frac{\alpha_1 a}{3} & \frac{\alpha_1 a}{3} & \frac{\alpha_1 a}{3} \end{array} \right] \left[ w_s \right] \\
& - \left[ y_s \right]^T \left[ \begin{array}{ccc} \frac{\alpha_1 a}{6} & -\frac{\varepsilon_2 k \beta \zeta}{2} & \varepsilon_3 \\ -\frac{\varepsilon_2 k \beta \zeta}{2} & \frac{\alpha_1 a}{6} & \varepsilon_3 \\ \varepsilon_3 & \varepsilon_3 & \frac{\alpha_1 a}{6} \end{array} \right] \left[ y_s \right]
\end{align*}
$$

(21)

The matrices above are symmetric and positive semidefinite under the following conditions, respectively:

$$
\text{cond 1. } \frac{\alpha_1 a}{9} \geq \frac{\varepsilon_2 k^2 \beta \zeta^2}{2}
$$
cond 2. \[
\frac{\varepsilon_1\varepsilon_2 a}{9} \geq \frac{\alpha_3^2}{4}
\]
cond 3. \[
\frac{\varepsilon_1 \alpha_1 a^2}{9} \geq \frac{1}{2}(\varepsilon_1 a + \varepsilon_2 d + \alpha_3 k\beta_z)^2
\]

For any fixed values of the other constants involved, conditions 1 and 3 hold for sufficiently large \(\alpha_1\) which, in view of (13), is possible by enlarging the control gain \(k_1\). On the other hand, note that both the denominator and the numerator of (19) are of linear order in \(k_1\) hence, enlarging the latter does not violate (19) which is fulfilled for \(\varepsilon_1\) sufficiently small. Also, choices of large \(k_1\) and small \(\varepsilon_1\) do not violate the positivity of \(\alpha_2 - \text{cf. Eq. (17)}\). Furthermore, for any (small) \(\varepsilon_1\) Condition 2 is met if \(\alpha_3\) is small enough i.e., if
\[
\alpha_3 \leq \frac{2}{3}\sqrt{\varepsilon_1 \varepsilon_2 a}
\]
which, in view of (19) imposes that
\[
\varepsilon_1 \leq \frac{4\varepsilon_2 a(k_1 - b)^2}{9[k\beta_z + k_1 - b]^2}.
\]

The latter holds for small values of \(\varepsilon_1\) and an appropriate choice of \(\varepsilon_2\).

In summary, for sufficiently large \(k_1\), there exist positive reals \(\varepsilon_1, \varepsilon_2, \alpha_1, \alpha_3\) such that \(\dot{V}(\zeta) := \dot{V}_1(\zeta) + \dot{V}_2(\zeta)\) is negative definite and satisfies
\[
\dot{V}(\zeta) \leq \frac{1}{3}\varepsilon_1 \alpha_1 x_s^2 - \frac{1}{6} \varepsilon_2 w_s^2
\] (22)
where \(\varepsilon_1, \varepsilon_2\) and \(\alpha_1\) depend (implicitly or explicitly) of \(\beta_z\). The latter holds for each fixed \(\beta_z(\delta)\) hence, for each \(\delta > 0\). From standard Lyapunov theory i.e., integrating on both sides of (22) from \(0\) to \(t\) and using (12) —positive definiteness of \(V(\zeta)\) — we obtain the existence of \(\kappa\) and \(\lambda > 0\) depending on \(k_1\) and \(\delta\), such that
\[
|\zeta(t)| \leq \kappa |\zeta(0)| e^{-\lambda t} \quad \forall t \geq 0, \; \delta > 0, \; |\xi(0)| \leq \delta.
\] (23)

Using this and the fact that \(x_s(t)^2 \leq |\zeta(t)|^2\) we obtain from (11):
\[
|z_s(t)| \leq |z_s(0)| e^{-ct} + \int_0^t h |\xi(0)|^2 e^{-2\lambda t} e^{-c(t-\tau)} d\tau
\]
\[
\leq |z_s(0)| e^{-ct} + \int_0^t h |\xi(0)|^2 e^{(c-2\lambda)\tau} e^{-c t} d\tau
\]
\[
\leq |z_s(0)| e^{-ct} + \frac{1}{c - 2\lambda} h |\xi(0)|^2 e^{-ct} \int_0^t e^{(c-2\lambda)\tau} (c - 2\lambda) d\tau
\]
\[
\leq |z_s(0)| e^{-ct} + \frac{1}{c - 2\lambda} h |\xi(0)|^2 e^{-ct} e^{(c-2\lambda)t}
\]
\[
\leq |z_s(0)| e^{-ct} + \frac{1}{c - 2\lambda} h |\xi(0)|^2 e^{-2\lambda t}.
\]

Since the latter holds for each \(\delta > 0\) and all \(|\xi(0)| \leq \delta\) we conclude global asymptotic attractivity of the zero equilibrium \((x_s, y_s, z_s, w_s) = (0, 0, 0, 0)\). Furthermore, from the
previous computations — cf. Ineq. (22), it readily follows that the origin $\xi = 0$ is Lyapunov (locally) stable. This, and that the closed-loop system’s trajectories are globally bounded imply the theorem’s statement.

2.1.1 Simulation experiments

We have tested the controller in simulations using parameters from the literature. The system parameters are set as in (4) and the initial conditions are set as in (5) so the hyper-chaotic 4th order system is in chaotic regime. The system is left to evolve freely under chaotic regime for 50s. Then, the control action starts at this moment. The numeric simulations results are showed in Figures 4–7. One can clearly appreciate the exponential convergence and fast transient after $T = 50s$.

![Fig. 4. Integral curve of coordinate $x_s(t)$, control action starts at $t = 50s$](image1)

![Fig. 5. Integral curve of coordinate $y_s(t)$, control action starts at $t = 50s$](image2)

2.2 Stabilization via parameter variation

As is clear from Theorem 1 and the simulation experiments, suppression of hyper-chaotic behaviour hinges upon the ability of introducing the term $-k_1 x_s$ in the second equation. For sufficiently large values of $k_1$, notably $k_1 > b$ this control term dominates over the
term $bx_s$ in (3b). To better understand the stabilization mechanism at an intuitive level, let us rewrite the closed-loop system in the following form:

\[
\begin{bmatrix}
\dot{x}_s \\
\dot{y}_s \\
\dot{w}_s \\
\dot{z}_s
\end{bmatrix} =
\begin{bmatrix}
-a & a & 0 \\
\gamma(t) & 0 & 1 \\
-d & 0 & 0 \\
0 & h & 0
\end{bmatrix}
\begin{bmatrix}
x_s \\
y_s \\
w_s \\
z_s
\end{bmatrix}
\]  

(25a)

\[
\gamma(t) := b - k_1 - k z_s(t)
\]  

(25c)

Since $z_s(t)$ is bounded while under chaotic regime, the system of equations (25a) may be viewed as a linear time-varying system with time varying parameter $\gamma(t)$. Note that if $\gamma$ were constant, it is easy to impose conditions on this value so that the eigen-values of the matrix in (25a) are negative and therefore the system (25a) is exponentially stable at the origin.
As for Equation 25b we may interpret it as the equation of a low-pass filter, an exponentially stable system with bounded input $x_s(t)$. Moreover, if $x_s(t)$ tends to zero (exponentially), so does $z_s(t)$ (exponentially). Since $z_s(t)$ is bounded in chaotic regime, it is clear that one may vary the parameter $\gamma(t)$ by varying the parameter $k_1$ to ensure that $\gamma(t)$ is sufficiently negative after sufficiently long time. If $\gamma$ satisfies such characteristic it is possible to show the exponential stability of the system (25) as well it is possible to induce chaotic behaviour by simply tuning this same parameter. The proof of this statement follows closely the proof of Theorem 1 and shall not be repeated.

![Fig. 8. Integral curve of coordinate $x_s(t)$ with time-varying parameter $b(t)$ which evolves linearly from +40 to -20 between t=70s and t=130s.](image1)

![Fig. 9. Integral curve of coordinate $y_s(t)$ with time-varying parameter $b(t)$ which evolves linearly from +40 to -20 between t=70s and t=130s.](image2)

For illustration we have performed more numeric simulations. For that purpose, redefine $b(t) := b - k_1(t)$ where $b$ is the original nominal constant parameter of system (2) (in this simulation $b = 40$) and $k_1$ is a part that is left to vary from 0 to +60 so $b(t)$ decays linearly from +40 to −20 over 60s. The response of the system with such $b(t)$ is showed in Figures 8–11. One can see that all the system’s coordinates exponentially converge to zero as $b(t)$ becomes sufficiently negative. As is shown in the figure, the final value of $b(t)$ is $b = −20$. That is, modifying the parameter $b$ to appropriate values tantamounts to applying the feedback control from Theorem 1.
Fig. 10. Integral curve of coordinate $z_s(t)$ with time-varying parameter $b(t)$ which evolves linearly from +40 to -20 between $t=70s$ and $t=130s$.

Fig. 11. Integral curve of coordinate $w_s(t)$ with time-varying parameter $b(t)$ which evolves linearly from +40 to -20 between $t=70s$ and $t=130s$.

3 Conclusions

We have showed that suppression of chaos, in particular, control to the zero equilibrium is possible for the hyper-chaotic system of Lü via one control input. Our control law is in it’s simplest possible form; proportional feedback. This can also be viewed as control via varying one of the system parameters.
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