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**Abstract**—An online approach to system identification based on the least-mean squares (LMS) algorithm is presented in this paper. This recursive method is actually an extended version of the LMS-like identification method based on binary observations (LIMBO), whose practical requirement is a simple comparator. This method can be applied in the case of finite impulse response (FIR) systems in the presence of noise and offset at the comparator input. Moreover, contrary to classical LIMBO approach, the unknown parameters are rigorously identified, and not up to a positive multiplicative constant. The idea consists in introducing a known dithering signal at the input of the quantizer, which acts as reference amplitude and allows us to identify the gain of the system. Some simulation results are given in order to compare the performances of this extended version of LIMBO with the usual one, in terms of convergence speed and estimation quality.
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**I. INTRODUCTION**

Before their commercialization, micro-electro-mechanical systems (MEMS) must be tested to ensure that they will work properly under all operating conditions. Indeed, due to their very small characteristic dimension, these electronic devices are increasingly affected by variations in the fabrication process or environmental disturbances such as temperature, pressure and humidity fluctuations [1]. Typically, these tests are run after the fabrication process, but reveal to be very expensive and can even reach one-third of all production cost. To cut these costs, an alternative consists in implementing self-test features such as parameter estimation routines in each device. Obviously, these identification procedures must keep data storage to a minimum and have a low computational complexity to be implemented at a microscopic scale. Thus, parameter estimation methods based on binary observations are very appealing since they only involve the integration of a 1-bit analog-to-digital converter (ADC), which requires minimal design times and results in minimal silicon area and power consumption [2].

Several results have been established for system identification based on binary or roughly quantized observations in the last few years [3], [4], [5], [6], [7], [8], [9], [10]. A brief summary of these significant works can be found in [11], where an online LMS-like identification method based on binary observations has been introduced under the name of LIMBO. This recursive parameter estimation procedure, which is naturally well-adapted to the context of micro-electronic devices, is derived from the offline WLS (weighted-least squares) approach developed in [1] and [12]. Its performances in terms of convergence speed and estimation quality are comparable to those obtained with the most of the previous works. Although LIMBO has already been put in practice for testing MEMS sensors [13], its convergence in the mean, with measurement noise at the input of the quantizer, has only been studied recently [14].

However, as things stand at the moment, LIMBO suffers from a drawback which is a direct consequence of the basic structure of its update procedure: it is only possible to estimate the parameters up to a positive multiplicative constant. This known issue has been reported in [1]. In this contribution, we propose to overcome this difficulty. For that, we add a known dithering signal at the comparator input, as it has been suggested in [5]. This dithering signal, which is very easy to generate in the context of micro-electronic applications by using a linear shift feedback register (LSFR) with the correct feedback relationship, acts as reference amplitude and allows us to identify the gain of the system. We then estimate the true parameter vector and not its normalized form. Moreover, we also take into account the estimation of the offset in the analysis by considering it as the mean of the measurement noise.

The structure of the article is the following. In section II, the system and its model are introduced. In section III, the extended LIMBO algorithm is derived. Then, the new proposed method is compared with the old one in terms of convergence speed and estimation quality. Some simulation results are graphically illustrated in section IV. Finally, concluding remarks and perspectives are given in section V.

**II. FRAMEWORK AND NOTATIONS**

Let us consider the system illustrated in Fig. 1 below. The input signal \(u_k\) is filtered by a linear time-invariant discrete-time system \(H\) to produce the system output \(y_k\), where subscript \(k\) indicates the discrete time. We assume that the transfer function has a finite impulse response of length \(L\), i.e. the impulse response can be represented by a column vector \(\theta = (\theta_l)_{l=1}^{L}\). Consequently, the scalar value of the linear system output at time \(k\) is given by \(y_k = \theta^T \varphi_{uL}\) where \(\varphi_{uL} = (u_l)_{l=k-1}^{L-1}\) and \(\theta^T \varphi_{uL}\).
is the regression column vector of dimension L. The system output is then measured via a 1-bit ADC so that only its sign \( s_k = S(y_k + b_k + d_k) \) is available at time \( k \). Here, \( b_k \) corresponds to the additive measurement noise and \( d_k \) refers to the known additive dithering signal. By keeping in mind that the cost must be minimized, the input and dithering signals are generated using a binary distribution. The function \( S \) of a real number \( x \) is characterized by:

\[
S(x) = \begin{cases} 
1 & \text{if } x \geq 0 \\
-1 & \text{otherwise} 
\end{cases}
\]  

(1)

We aim to develop a recursive estimation method to find a good estimate of both the impulse response \( \vartheta \) and the offset \( o = \frac{1}{N} \sum_{k=1}^{N} b_k \), starting from \( N \) observations of the binary output, knowing the input. Let \( \hat{\vartheta}_k \) and \( \hat{o}_k \) be the estimated impulse response and offset, respectively. Thanks to the dithering signal, which acts as reference amplitude, we can also estimate the gain \( G \) of the system. By denoting it \( \hat{G}_k \), the estimated scalar value of the input of the quantizer at time \( k \) is given by:

\[
\hat{\vartheta}_k = \hat{G}_k \left( \hat{\vartheta}_k \varphi_{k,L} + \hat{\vartheta}_k + \hat{d}_k \right)
\]  

(2)

And the following relation can be established:

\[
\hat{\vartheta}_k = \hat{\vartheta}_k^T \varphi_{k,L} + \hat{\vartheta}_k + \hat{G}_k d_k
\]  

(3)

where \( \hat{\vartheta}_k = \hat{G}_k \hat{\vartheta}_k \) and \( \hat{d}_k = \hat{G}_k \hat{d}_k \).

At this stage, it is more convenient to define the estimated augmented parameter vector \( \hat{\theta}_k \) as follows:

\[
\hat{\theta}_k = \begin{bmatrix} 
\hat{\vartheta}_k \\
\hat{d}_k \\
\hat{G}_k 
\end{bmatrix}
\]  

(4)

so that, by denoting:

\[
\psi_{k,L} = \begin{bmatrix} 
\varphi_{k,L} \\
1 \\
d_k 
\end{bmatrix}
\]  

(5)

we can write:

\[
\hat{\vartheta}_k = \hat{\theta}_k^T \psi_{k,L}
\]  

(6)

Finally, let us also introduce the estimated sign of the system output \( \hat{s}_k = S(\hat{\vartheta}_k) \).

III. PROPOSED APPROACH

By inspiring from the original version of LIMBO, we define the instantaneous error \( e_k = |s_k - \hat{s}_k| \hat{w}_k \). The general LMS algorithm is then performed to adjust the system parameters by minimizing this error. For that, the square of \( e_k \) is used as criterion. Indeed, \( e_k^2 \) is clearly differentiable with respect to \( \hat{\vartheta}_k \), which is also differentiable with respect to \( \hat{\theta}_k \). Consequently, this criterion is differentiable with respect to the system parameters, which yields:

\[
\hat{\theta}_{k+1} = \hat{\theta}_k - \frac{1}{2} \alpha_k \frac{\partial e_k^2}{\partial \hat{\theta}_k} = \hat{\theta}_k - \frac{1}{2} \alpha_k \frac{\partial e_k^2}{\partial \hat{\vartheta}_k} \frac{\partial \hat{\vartheta}_k}{\partial \hat{\theta}_k} = \hat{\theta}_k - 4\alpha_k [s_k - \hat{s}_k] \hat{w}_k \psi_{k,L} \]  

(7)

where the notation \([s_k - \hat{s}_k]\) stands for a variable that is equal to unity if \( s_k \neq \hat{s}_k \) and equal to zero otherwise.

In standard LIMBO, a procedure to determine an appropriate adaptive parameter has consisted in choosing \( \alpha_k \) so that \( \| \hat{\theta}_k \| \) remains constant in time, where:

\[
\hat{\theta}_k = \begin{bmatrix} 
\hat{\vartheta}_k \\
\hat{d}_k \\
\hat{G}_k 
\end{bmatrix}
\]  

(8)

In this manner, and by considering that \( \| \hat{\theta}_k \| = 1 \), the normalized parameter vector has been estimated without increasing the complexity of the algorithm. In our approach, the dithering signal allows us to estimate the gain of the system and, consequently, to estimate the true parameter vector instead of its normalized form. It is then not a priori imperative to follow the same path to determine \( \alpha_k \). However, a slightly decreasing of \( \| \hat{\theta}_k \| \) is observable in the presence of measurement noise, which may lead to numerical instabilities. We then decide to choose \( \alpha_k \) so that the norm of \( \hat{\theta}_k \) remains unchanged for all \( k \), especially since this procedure is without consequence on the computational complexity. To this end, we use the following expression:

\[
\alpha_k = \frac{1}{2 \| \psi_{k,L} \|^2}
\]  

(9)

Finally, (9) is introduced into (7) to derive the parameter update equation:

\[
\hat{\theta}_{k+1} = \hat{\theta}_k - 2 [s_k - \hat{s}_k] \hat{w}_k \frac{\psi_{k,L}}{\| \psi_{k,L} \|^2}
\]  

(10)

Once the estimation procedure has been performed, the true impulse response, as well as the true offset at the comparator input, are both straightforwardly obtained by dividing \( \hat{\theta}_\infty \) and \( \hat{d}_\infty \) by \( G_\infty \).
Finally, although the extended LIMBO procedure requires the estimation of one additional parameter, it has still, by construction, a very low computational complexity and implementation cost. Besides, from a computational point of view, since \( u_k \in [-1, 1] \) and \( d_k \in [-1, 1] \), the update relation (10) can be simplified for \( k > L \). Indeed, in this case, we have \( \|y_k\|^2 = L + 2 \).

### IV. Results and Discussion

In this section, the results obtained with our new version of LIMBO are compared in terms of convergence speed and estimation quality with those obtained by applying typical LIMBO procedure.

To this end, we consider an impulse response of length \( L = 100 \) which takes the form of a damped sinusoid. The input signal is white and centered, with a Bernoulli distribution, and takes only the values 1 and \(-1\). The offset \( o \) at the input of the comparator and the gain \( G \) of the system are random parameters uniformly distributed on the interval \([0, 1]\). The additive noise is also white and follows a Gaussian distribution with mean \( o \) and variance \( \sigma_n^2 \). The dithering signal is generated following the same procedure as the input signal, and is consequently binary and entirely known. Lastly, the identification procedure detailed in section III is applied starting from \( N = 10^5 \) observations of the binary output.

To efficiently measure the convergence speed and the estimation quality of the online estimation, the authors of LIMBO have introduced the sequence \((1 - \nu_k)\), where \( \nu_k \) is the cosine of the angle made by \( \hat{h} \) and \( h \). Without loss of generality, they have assumed that \( ||h|| = 1 \) in their simulations so that \( \nu_k = h^T \hat{h} \). Indeed, both vectors are then normalized, since \( \|\hat{h}_k\| = \|\hat{h}_1\| = 1 \) for all \( k \). Consequently, the following equivalence relation has been obtained:

\[
\lim_{k \to \infty} (1 - \nu_k) = 0 \quad \Leftrightarrow \quad \lim_{k \to \infty} (\hat{h}_k) = h \tag{11}
\]

In order to establish a comparable equivalence relation for our method, we follow the same protocol. For that, the vector \( h \) is beforehand normalized and our algorithm is initialized by setting \( \hat{h}_1 = [1 \ 0 \cdots 0]^T \) so that the norm of \( \hat{h}_k \) is set to 1 for all \( k \). Thus, by denoting \( \tilde{\nu}_k \) the cosine of the angle made by \( \hat{h}_k \) and \( h \), we have:

\[
\lim_{k \to \infty} (1 - \tilde{\nu}_k) = 0 \quad \Leftrightarrow \quad \lim_{k \to \infty} (\hat{h}_k) = h \tag{12}
\]

Note, however, that this particular choice is not imposed by our approach, in which \( \hat{h}_1 \) may contain random initial values drawn from any given distribution function, but is only made in order to work with a similar sequence as the one used in LIMBO procedure.

By way of verification, we apply for each experiment a Monte Carlo simulation approach based on 5000 realizations of the input and dithering signals. The performances are then measured by computing the empirical mean of \((1 - \nu_k)\) and \((1 - \tilde{\nu}_k)\), respectively.

First, both methods are compared in a trivial case. For that, we suppose that system identification is achieved in the noise-free case, i.e. with \( \sigma_n^2 = 0 \). As it can be seen in Fig. 2, there is no significant difference in terms of estimation quality between LIMBO approach and its extended version.

![Fig. 2. Empirical mean of the quantities \((1 - \nu_k)\) and \((1 - \tilde{\nu}_k)\) in the noise-free case using a binary (Bernoulli) distributed input signal.](image)

Indeed, these two methods have reached in mean an error level approximately equal to \(10^{-5}\) at the end of the estimation procedure. Besides, the performances in terms of convergence speed are also similar, since the tangent of both curves is the same at each iteration point. Thus, the gain of the system, which acts as additional parameter to be conjointly estimated, does not degrade the performances of our approach.

At this point, we aim to evaluate the effect of perturbations. For that, system identification is achieved in the presence of measurement noise, whose variance value changes between \(10^{-3}\) and \(10^{-1}\). We still apply a Monte Carlo simulation approach and the signal-to-noise ratio (SNR) lies in average between about 50 dB and 5 dB. The performances of the online estimation are shown in Fig. 3.

As expected, the presence of noise significantly degrades the performances in terms of estimation quality. Actually, the sequence stops decreasing after a certain error level which is approximately equal in mean to the variance of the noise. On the other hand, the performances in terms of convergence speed are similar whatever the noise level, since the tangent of each curve is approximatively the same at each iteration point until the corresponding error threshold has been reached. At last, there is once again no significant difference between LIMBO approach and its extended version.

In order to improve the performances in terms of estimation quality in presence of noise, a typical solution consists in using a relaxation procedure. For that, we define a constant relaxation parameter \(0 < \mu < 1\) so that, at each update, we have:
Considering a Gaussian distribution of the noise with several values of $\sigma^2_b$ and using a binary (Bernoulli) distributed input signal.

introducing (10) into (13), we obtain the following update relation:

$$\hat{h}_{k+1}^d = \mu \hat{h}_{k+1} + (1 - \mu) \hat{h}_k$$

where $\hat{h}_{k+1}^d$ is the relaxed solution at time $k + 1$. Next, by introducing (10) into (13), we obtain the following update relation:

$$\hat{h}_{k+1}^d = \hat{h}_k - 2\mu [s_k \neq \hat{s}_k] \hat{w}_k [\psi_{\nu L} \psi_{L L}]$$

where $\hat{w}_k = \{\mu \|\psi_{\nu L}\|^2 \psi_{L L}^T\}^{1/2}$.

In this manner, the true parameter vector was estimated instead of its normalized form. We thus overcame, by introducing a known dithering signal at the comparator input, the main drawback of LIMBO. Indeed, under its standard formulation, LIMBO was only able to estimate the parameter vector up to a positive multiplicative constant. We showed by Monte Carlo simulations that the performances of this new version in terms of convergence speed and estimation quality are similar to those obtained by LIMBO. In addition, a relaxation procedure was exposed in order to reduce the effect of measurement noise. Moreover, the implementation cost of this novel method remains very low, making it appropriate for use in the context of micro-electronics, as it was already the case for LIMBO. Finally, the convergence analysis of this method could be straightforwardly studied by following the same methodology as [14].

V. CONCLUSION

In this contribution, we extended the LIMBO method to a more general context involving, besides the impulse response and the offset, the estimation of the gain of the system. In this manner, the true parameter vector was estimated instead of its normalized form. We thus overcame, by introducing a known dithering signal at the comparator input, the main drawback of LIMBO. Indeed, under its standard formulation, LIMBO was only able to estimate the parameter vector up to a positive multiplicative constant. We showed by Monte Carlo simulations that the performances of this new version in terms of convergence speed and estimation quality are similar to those obtained by LIMBO. In addition, a relaxation procedure was exposed in order to reduce the effect of measurement noise. Moreover, the implementation cost of this novel method remains very low, making it appropriate for use in the context of micro-electronics, as it was already the case for LIMBO. Finally, the convergence analysis of this method could be straightforwardly studied by following the same methodology as [14].
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