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Abstract—Gene expression profiling in toxicogenomics is often used to find molecular signature of toxicants. The range of doses chosen in toxicogenomics studies does not always represent all the possible effects on gene expression: several doses of toxicant can lead to the same observable effect on the transcriptome. This makes the problem of dose exposure prediction difficult to address. We propose a strategy allowing to gather the doses with similar effects prior to the computing of a molecular signature. The different gathering of doses are compared with criteria based on likelihood or Monte Carlo Cross Validation. The molecular signature is then determined via a voting algorithm. Experimental results point out that the obtained classifier has better prediction performances than the classifier computed according to the original labeling.
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I. INTRODUCTION

Microarray gene-expression profiling is recognized to bring valuable information as regards diagnosis or prognosis (e.g. oncology, new drugs testing, etc.). Many works now aim at applying this high-throughput tool to toxicological studies [5], [10], for which the ultimate purposes are to know whether an individual has been intoxicated and if so, to identify the toxicant and possibly to predict the exposure level. Because the clinical signs are the same for a wide range of toxicants, a molecular imprint yielded by gene expression, the so called molecular signature, of these toxicants would help the design of a fast and efficient diagnostic tool. A typical toxicogenomic study consists in administering a toxicant to a model organism at different doses within a range, and getting the corresponding gene expression data.

Some Machine Learning algorithms are dedicated to finding the molecular signature from gene expression. They have to be used cautiously to provide reliable results. The genes of the signature are determined in a cross-validation framework in order to limit the risk of over learning bias, as recommended in recent works [2], [12], [9].

In this work, we consider as mandatory to explore the possibility that different doses may have the same effect on the expression levels of genes. To perform this task, we propose two methods to apply prior to the determination of the molecular signature: one is a likelihood-based method and the other, introduced here, is based on the Monte Carlo Cross Validation (MCCV) algorithm. Then, once the doses of toxicant with similar effect are gathered, a machine learning algorithm is run, aiming at determining a molecular signature and its predictive power.

Our approach is applied to two toxicogenomic studies. The results obtained demonstrate the possibility to gather similar doses, and the interest of this grouping in order to estimate a corresponding classifier with better prediction performances than the one related to the original range of doses.

II. METHODS

We present here the notations adopted throughout this paper.

• n is the number of observations
• g is the number of variables (genes), g ≫ n
• N is the number of doses
• X is the n × g real matrix containing all the expression profiles
• x is a g × 1 observation (or individual)
• Porig = (1,...,N) is the vector of the N administered doses labels and is called the original partition.
• y is the n × 1 vector of the administered dose of the toxicant for each observation. Each element of y takes its value in Porig
• P = (P(1),...,P(N)) is a new labeling of the doses, consisting in a permutation with repetitions of the N elements of Porig among its first K < N elements: (P(i) ∈ {1,...,K} with i = 1,...,N). P(i) is the new class label replacing the class label i in Porig.

Concretely, P(1) is the class label of the lowest dose
and $P^{(N)}$ the class label of the highest dose. $P$ is called a new partition

- $z$ is the new vector of the observable doses, deduced from a new partition $P$
- $g_{\text{filt}}$ is the number of genes kept after each filtering step (see figure 1)
- $g_s$ is the number of genes kept in the molecular signature

To clarify the notion of partition, let us consider an example of a five dose exposure experiment. The initial partition is $P_{\text{orig}} = (1, 2, 3, 4, 5)$ and $y = (1, 1, 2, 2, 3, 3, 4, 4, 5, 5)$ is the vector describing the class of each observation (two observations per dose). If a partition $P$ consists in aggregating the weakest doses $P_{\text{orig}}^{(1)}$ and $P_{\text{orig}}^{(2)}$, it is noted $P = (1, 1, 2, 3, 4)$; the new vector of classes is $z = (1, 1, 1, 1, 2, 2, 3, 3, 4, 4)$. It is worth noticing that $P$ could be indifferently noted $P = (1, 2, 4, 3)$, or $P = (2, 2, 1, 3, 4)$. Finally, the partition $P_1 = (1, 1, 2, 3, 4)$ aggregates the weakest doses $P_{\text{orig}}^{(1)}$ and $P_{\text{orig}}^{(2)}$, whereas the partition $P_2 = (1, 2, 3, 4, 1)$ the weakest dose $P_{\text{orig}}^{(1)}$ with the strongest dose $P_{\text{orig}}^{(5)}$.

We present thereafter two different methods used to estimate a partition $\hat{P}$ which describes the observable effects of the toxicant in the dataset $X$ (see paragraphs II-A and II-B1). Then, given $\hat{P}$, we classically determine a molecular signature and the test error rate (see paragraph II-B2).

A. Determination of the best partition

Let observation $x$ be drawn from a multivariate mixture density:

$$f(x, \Theta) = \sum_{k=1}^{K} p_k f_k(x; \theta_k) \quad (1)$$

$\Theta = (p_k; \theta_k)_{k=1,...,K}$, $p_k$ is the probability for an observation to be in the class $k$ and $\theta_k$ is the parameter vector of $f_k$. The choice of a mixture model allows to derive a Classification Log-Likelihood (CLL), as already proposed by [4]. Let $P$ be the current partition. This leads to a partition of the sample $X = \{x_1; ...; x_n\}$ into $K$ classes $C_k, k = 1, ..., K$.

$$L_c(X, P, \Theta) = \sum_{k=1}^{K} \sum_{x \in C_k} \log (p_k f_k(x; \theta_k)) \quad (2)$$

Equation (2) is commonly used within the Classification Expectation-Maximization algorithm (CEM) [6]. We propose to use a Bayesian Information Criterion (BIC) based on the CLL (equation (3)) which will characterize the quality of $P$ while taking into account the complexity of the corresponding mixture model.

$$BIC = -2L_c + \nu \log(n) \quad (3)$$

where $\nu = gK + 1$ is a parameter depending on the complexity of the model, assuming that the observations follow a Gaussian mixture model.

The results of the BIC approach allow the selection of a presumably optimal partition. Yet, two characteristics of this criterion are debatable when considering the final objective of molecular signature finding:

- the BIC value does not have any signification, especially if one wants to characterize the test error rate associated to the partition $P$
- it depends strongly on the Gaussian mixture assumption

In the next section, a prediction model and its cross-validated error rate are computed for each partition. We investigate whether the partitions proposed by the BIC approach provide the smallest test error rates.

B. Classification

Some papers dealing with discrimination from microarray data have been severely criticized in recent works [2], [9], [12]. For instance, Michiels et al. [12] emphasizes the fact that numerous papers use methodology resulting in an overoptimistic estimation of the error rate. The approach proposed in this paper was designed to meet the quality requirements suggested in [12] and advocates the use of validation by repeated random sampling, leading to an accurate methodology (cf. figure 1) to get both a molecular signature and the discrimination model associated to a test error rate.

1) Monte Carlo Cross-Validation (MCCV) testing of each partition: To obtain a robust estimation of the test error rate, the learning phase is embedded in a cross-validation framework, presented by figure 1.

For each partition $P$, the test error rate evaluation is a 3-steps MCCV algorithm consisting in repeating $B$ times:

(a) a split step: split randomly the dataset in a training and a testing set, respecting a 2:1 ratio.

(b) a filtering step: select the $g_{\text{filt}}$ relevant variables from the learning dataset via a K-sample F-test with a Bayesian regularization [13].

(c) a classification step: compute a prediction function. To deal with the $g \gg n$ setting, linear Support Vector Machines (SVM) [7] were used to build the classifier. When a multiclass situation is encountered, a One versus One strategy is applied [1]. The regularization parameter of the classifier is determined on the learning set by a Leave One Out Cross Validation technique (not shown on figure 1).

$g_{\text{filt}}$ is set to 200 for all $P$ and MCCV iterations. Additional runs (not depicted in this paper) showed that $g_{\text{filt}}$ has no influence on the ranking of $P$, it was chosen small enough with regard to $g$ to significantly reduce the number of variables. $B$ is set to 50, allowing the estimation of the mean test error rate. Each step of this MCCV
algorithm respects the recommendations suggested in [3].

To achieve the grouping of doses with same observable effect, we choose the partition \( \hat{P} \) as a trade-off between minimizing the BIC and the test error rate. Knowing \( \hat{P} \), we can estimate a classifier to discriminate between doses with observable effect.

2) Signature and classifier: In this section, \( P = \hat{P} \) is known, and we compute a molecular signature of \( g_s \) genes. Between two MCCV iterations, the \( g_{\text{filt}} \) genes selected are not likely to be the same: it strongly depends on the split step 1. Thus, the \( B \) lists of variables provided by the MCCV are very heterogeneous and to obtain a consensus list, a voting method is required.

We consider two voting techniques:

- “Unanimity”: the \( g_s \) genes which are selected unanimously by all the \( B \) iterations of the MCCV procedure
- “Quorum”: genes are sorted according to the number of occurrences in the \( B \) iterations. The first \( g_s \) genes of this sorting are selected.

Once the signature is determined, we finally build the classifier from the whole dataset and test it on an unseen set of observations, leading to an estimation of the generalization error associated to the \( g_s \) signature genes.

### III. RESULTS

#### A. Description of the datasets

We applied our approach to two toxicogenomic datasets \( \text{Tox}_1 \) and \( \text{Tox}_2 \), described in table I. \( \text{Tox}_1 \) corresponds to an in-house experiment (not yet published data), and \( \text{Tox}_2 \) includes data described in [8] available on the GEO repository (GSE1888). The animals have been sacrificed and messenger RNA (mRNA) has been extracted from the appropriate biological tissue according to usual protocols. The obtained samples have been hybridized on microarrays. For both cases the control sample consists in mRNA from animals injected with the vehicle of the toxicant.

Following classical experimental plans, the two selected experiments are designed as follows: among the doses of toxicants injected to the animals, at least one has known effects, for instance, the dose for which 50% of the exposed animals die (Lethal Dose 50, LD50). Exposure to all these doses can have very different effects on the tissue under study, with possibly no visible phenotype. As proposed earlier, the issue is then to cluster the doses which have the same effects on gene expression.

Figure 2 and 3 depict the projection of the \( n \) observations onto the 2-dimensional space spanned by the two first components of the Partial Least Squares regression [14] of \( y \) on \( X \). Symbols represent the class membership.

For \( \text{Tox}_1 \), we point out a clear linear discrimination between low and high doses. Samples corresponding to doses 2 and 3 seems to be quite similar in a transcriptomic point of view and can be considered as belonging to the same class (say the low level exposure class). Samples associated with doses 1, 4 and 5 constitute the null, medium and high level exposure classes respectively. The corresponding partition is \( P = (1, 2, 3, 4) \).

For \( \text{Tox}_2 \), we conjecture that samples corresponding to doses 2 and 3 are quite similar and can be considered as belonging to the same class (say the medium level
exposure class) whereas samples associated with doses 1 and 4 constitute two other distinct classes, say the null level exposure class and the high level exposure class. The corresponding partition is $P = (1, 2, 2, 3)$.

Those remarks illustrate the need to formalize a way to characterize the “optimal” class structure by clustering the doses with the same observable effect.
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**Fig. 2.** Projection of the observations on the two first components of a Partial Least Squares Regression of $y$ on $X$ for $Tox_1$.

![Figure 3](image2.png)

**Fig. 3.** Projection of the observations on the two first components of a Partial Least Squares Regression of $y$ on $X$ for $Tox_2$.

### B. Choice of $\hat{P}$

For each $P$, the BIC is estimated. Figures 4(a) and 5(a) depict BIC as a function of $P$ for each dataset. BIC declared as optimal respectively the partitions $(1, 1, 1, 1, 2)$ and $(1, 1, 2, 1, 2)$. The partitions suggested by figures 2 and 3 are ranked respectively $26^{th}$ out of 43 and $9^{th}$ out of 14 by BIC. We then compared the BIC and classification results in figures 4(b) and 5(b). As expected, the test error rates associated with the partitions top-ranked by BIC are the smallest. The partitions corresponding to the lowest test error rates are $(1, 1, 1, 2, 3)$ for $Tox_1$ and $(1, 1, 1, 2)$ for $Tox_2$. Moreover these partitions are biologically interesting: from a range of 5 doses, we are able to deduce a range of 3 observable effects as regards gene expression for $Tox_1$ and from a range of 4 doses, to deduce a range of 2 observable effects for $Tox_2$. In the $Tox_1$ case, this new partition is all the more interesting because it keeps apart samples associated with the LD50 from the non lethal doses.

### C. Classification knowing $\hat{P}$

Finally, we give the generalization error rates, as a function of $g_{filt}$ and $g_s$ for $\hat{P}$ in tables II(b) and III obtained from 13 unseen observations for $Tox_1$ (resp. 50 for $Tox_2$). We set $g_{filt}$ and $g_s$ to sufficiently small values to significantly reduce the number of variables after the filtering step and to allow the biological validation of the signature. For both datasets, the original partitions $(1, 2, 3, 4, 5)$ and $(1, 2, 3, 4)$ show poor performances either according to their BIC ranking, to their ranking with the MCCV procedure (see figures III-B III-B) and to the generalization error rates associated to their respective signatures (minimum of gnagna and 38% respectively, data not shown).
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**TABLE II**

<table>
<thead>
<tr>
<th>Number of filtered genes $g_{filt}$</th>
<th>$g_s$</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error rate</td>
<td>31%</td>
<td>31%</td>
<td>31%</td>
<td>31%</td>
<td>31%</td>
<td>31%</td>
</tr>
<tr>
<td>$g_s$</td>
<td>12</td>
<td>17</td>
<td>39</td>
<td>66</td>
<td>80</td>
<td>100</td>
</tr>
</tbody>
</table>

It is worth pointing out that the number of genes kept by the filtering step has a non negligible effect on the determination of a consensus list of genes, although it has no effect on the ranking of the partitions.

There is an optimal value (15%) when $g_s = 15$ for $Tox_1$. These genes are present in each signature of length greater than 15. The lowest generalization error rate for $Tox_2$ is 8% and is associated to a $g_s = 40$ signature.
Our method provided both a classifier able to predict the dose exposure of a new observation and the best subset of genes in terms of prediction.

IV. CONCLUSION

In the framework of toxicogenomics, studies aim at determining the molecular signature of a given toxicant from a tissue sample. We propose a two-fold methodology to be applied to usual dose-range gene expression experiments, consisting in: first, the discovery of sets of doses with the same observable expression effect and second, the determination of the molecular signature using a MCCV approach. The results presented on two datasets show the impact of the preliminary step on the generalization error. The results presented on two datasets show that gathering similar doses yields a classifier with better prediction performances than the one related to the original range of doses.

Future work will focus on alternative methods to filter...
TABLE III
GENERALIZATION ERROR RATES, AS A FUNCTION OF $g_{\text{filt}}$ AND $g_s$ AND THE VOTING STRATEGY FOR Tox2.

(a) Unanimity

<table>
<thead>
<tr>
<th>Number of filtered genes $g_{\text{filt}}$</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>19%</td>
</tr>
<tr>
<td>50</td>
<td>15%</td>
</tr>
<tr>
<td>100</td>
<td>19%</td>
</tr>
<tr>
<td>150</td>
<td>15%</td>
</tr>
<tr>
<td>200</td>
<td>19%</td>
</tr>
</tbody>
</table>

(b) Quorum

<table>
<thead>
<tr>
<th>$g_s$</th>
<th>Number of filtered genes $g_{\text{filt}}$</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>25</td>
<td>23%</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>23%</td>
</tr>
<tr>
<td>15</td>
<td>25</td>
<td>23%</td>
</tr>
<tr>
<td>20</td>
<td>25</td>
<td>23%</td>
</tr>
<tr>
<td>25</td>
<td>15</td>
<td>19%</td>
</tr>
<tr>
<td>30</td>
<td>15</td>
<td>19%</td>
</tr>
<tr>
<td>40</td>
<td>15</td>
<td>19%</td>
</tr>
</tbody>
</table>

variables [11] and on the automatic selection of the best partitions. A special care will be given to the use of contingency tables rather than test and generalization error rate in order to better account for multiclass discrimination.
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