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ABSTRACT

In this paper, the rate region of large multi-antenna multiple access channels and broadcast channels are investigated. The propagation channels between transmitters and receivers are modelled as independent Gaussian with separable variance profiles. It is shown in particular that the large antenna rate regions do not depend on the specific channel realization, but only on the channel transmit and receive covariance matrices. The theoretical results are corroborated by simulations.

1. INTRODUCTION

When multiple-input multiple-output (MIMO) theory arose, the problem of transmission rate limitations seemed to have been solved as large capacity gains were predicted [1]. However, recent applications of MIMO technologies prove more challenging, since the promised rate increase only arises for high signal-to-noise ratio (SNR) and low antenna correlation. Moreover, it is still difficult understand the different effects of antenna correlation on the channel capacity of a multiuser MIMO system for channels other than parallel Gaussian or uncorrelated Rayleigh. Among the main contributions to the study of the effects of correlation to wireless communications, [2] derives the capacity of a single-user MIMO system in Rayleigh fading with general variance profile, when both numbers of transmit and receive antennas grow large. The extension of this work to single-user decoding in multi-cell network with interference and separable channel variance profiles was explored in the case of large numbers of antennas in [3], by applying the mathematically involved replica method. In [5], the same problem is addressed using analytical random matrix theory tools and especially Stieltjes transforms.

In the following, we derive the complete achievable rate region of multi-user wireless communications, when the propagation channels are modelled as independent Gaussian matrices with separable variance profiles1. We shall therefore successively provide an expression for the rate region of multiple access channels (MAC) and their dual broadcast channels (BC), when either the transmitter performs uniform power allocation, or when the eigenvectors of the transmit covariance matrix are aligned to those of the transmit antenna correlation matrix and the eigenvalues of the transmit covariance matrix are obtained by convex optimization. This solution is known to be optimal if there exist no correlation at the reception [4]. Additionally, we assume a large number of antennas both at the transmit and at the receive sides. To derive the BC rate region, we will use a new fundamental result of random matrix theory, which provides a deterministic equivalent to the Stieltjes transform of a certain type of matrices [5].

The rest of this paper unfolds as follows: in Section 2, we introduce random matrix theory results needed in the following. In Section 3, we present the uplink MAC and downlink BC channel models. In Section 4, we derive the rate region of the MAC channel which, by duality, leads to solve the rate region of the BC channel. In Section 5, we provide simulation results of the previously derived formulas. Finally, we provide our conclusions in Section 6.

Notation: In the following, boldface lower-case symbols represent vectors, capital boldface characters denote matrices (1_N is the N × N identity matrix). X_{ij} denotes the (i, j) entry of X. The Hermitian transpose is denoted (·)^H. The operators tr X, |X| and \|X\| represent the trace, determinant and spectral norm of matrix X, respectively. The symbol E[·] denotes expectation. The notation F^X stands for the empirical distribution of the eigenvalues of the Hermitian matrix Y.

2. MATHEMATICAL PRELIMINARIES

Theorem 1 Let K, N ∈ ℤ be some positive integers. Let

\[ B_N = \sum_{k=1}^{K} T_k^2 X_k^H R_k X_k T_k^2 \tag{1} \]

be an N × N matrix, such that, for all k ∈ \{1, . . . , K\}, R_k is n_k × n_k Hermitian nonnegative, n_k ∈ ℤ; T_k^2 is the N × N

1Silverstein’s work is supported by the U.S. Army Research Office under Grant W911NF-05-1-0244.

1this channel model is also known as the Kronecker model.
Hermitian nonnegative definite square root of some nonnegative $T_k$; the sequences $\{F_{Rk}\}_{n_k \geq 1}$ and $\{F_{T_k}\}_{N \geq 1}$ are tight, i.e. for all $\varepsilon > 0$, there exists $M_0 > 0$ such that $M > M_0$ implies $F_{Rk}((M, \infty)) < \varepsilon$ and $F_{T_k}((M, \infty)) < \varepsilon$ for all $n_k, N$; $X_k$ is $n_k \times N$ with i.i.d. complex Gaussian entries of variance $1/n_k$.

For $k \in \{1, \ldots, K\}$, let $c_k = n_k/N$. Also denote, for $z \in \mathbb{C} \setminus \mathbb{R}^+$, $m_N(z) = \frac{1}{N} (B_N - zI_N)^{-1}$. Then, as all $n_k$ and $N$ grow large (while $K$ is fixed), with ratio $c_k$

$$m_N(z) - m_N^*(z) \xrightarrow{\text{a.s.}} 0$$

(2)

where

$$m_N^*(z) = \frac{1}{N} \text{tr} \left( \sum_{k=1}^{N} \frac{r_k dF_{Rk}(r_k)}{1 + \frac{e_k}{c_k}} T_k - zI_N \right)^{-1}$$

(3)

and the set of functions $\{e_i(z)\}, i \in \{1, \ldots, K\}$, form the unique solution to the $K$ equations

$$e_i(z) = \frac{1}{N} \text{tr} T_i \left( \sum_{k=1}^{N} \frac{r_k dF_{Rk}(r_k)}{1 + \frac{e_k}{c_k}} T_k - zI_N \right)^{-1}$$

(4)

such that $\text{sgn}(\Im(e_i(z))) = \text{sgn}(\Im(z))$.

The function $m_N(z)$ is the Stieltjes transform [9] of the random variable with cumulative distribution function $F_{B_N}$.

**Theorem 2** Let $B_N$ be a random Hermitian matrix as defined in Theorem 1 with the additional assumption that there exists $M > 0$, such that, for all $N, n_k, \max(||T_k||, ||R_k||) < M$, and let $x > 0$. Then, for large $N, n_k$, $\mathbb{V}(x) - \mathbb{V}^*(x) \xrightarrow{\text{a.s.}} 0$,

where

$$\mathbb{V}(x) = \log \left| 1 + xB_N \right|$$

$$\mathbb{V}^*(x) = \int_{x}^{\infty} \frac{1}{w} - m_N^{(0)}(-w) \, dw$$

(5)

(6)

Both theorems above are thoroughly proven in [5].

### 3. SYSTEM MODEL

Consider a wireless multi-user channel with $K \geq 1$ users indexed from 1 to $K$, controlled by a single base-station. User $k$ is equipped with $n_k$ antennas while the base-station is equipped with $N$ antennas. We additionally denote $c_k = n_k/N$.

Even if we will mainly focus on the uplink MAC channel between the $K$ users and the base-station, our objective is to characterize the downlink BC channel between the base-station and the users. For this, we denote $s_n \in \mathbb{C}^N$, $E[ss^H] = P$, the signal transmitted by the base-station, with power constraint $\text{tr}(P) \leq P$, for some sum-power $P > 0$; $y_k \in \mathbb{C}^{n_k}$ denotes the signal received by user $k$ and $n_k \sim \mathcal{CN}(0, \sigma^2I_{n_k})$ the noise vector received by user $k$. The fading MIMO channel between the base-station and user $k$ is denoted $H_k \in \mathbb{C}^{N \times n_k}$. Moreover, we assume that $H_k$ has a separable variance profile, i.e. can be decomposed as

$$H_k = R_k^{1/2} X_k T_k^{1/2}$$

(7)

with $R_k \in \mathbb{C}^{n_k \times n_k}$ the Hermitian correlation matrix at receiver $k$ with respect to the channel $H_k$, $T_k \in \mathbb{C}^{N \times N}$ the correlation matrix at the base-station for the $H_k$ link and $X_k \in \mathbb{C}^{n_k \times N}$ a random matrix with Gaussian independent entries of variance $1/n_k$.

With the assumptions above, the downlink communication model unfolds

$$y_k = H_k s + n_k$$

(8)

Denoting equivalently $s_k$ the signal transmitted in the dual uplink by user $k$, such that $E[s_k s_k^H] = P_k$, $\text{tr}(P_k) \leq P_k$, for some transmit power $P_k \geq 0$, $y$ and $n$ the signal and noise received by the base-station, we have the dual uplink model

$$y = \sum_{k=1}^{K} H_k^H s_k + n_k$$

(9)

In the following, we will derive the BC rate region by means of the MAC-BC duality [7]. We consider first the MAC capacity region.

### 4. CAPACITY REGION

#### 4.1. Multiple Access Channels

The capacity $\tilde{\mathcal{C}}_{\text{MAC}}(P_1, \ldots, P_K; H^H)$ of the MAC channel $H^H$ under respective transmit power constraints $P_1, \ldots, P_K$ for users 1, \ldots, $K$ respectively and compound channel $H^H = [H_1^H, \ldots, H_K^H]$, is given in [6], and reads

$$\tilde{\mathcal{C}}_{\text{MAC}}(P_1, \ldots, P_K; H^H) = \bigcup_{\substack{i \in S \subseteq \{1, \ldots, K\} \mid i \geq 1 \implies \sum_i R_i \leq \text{tr}(P) \leq P \geq 0 \sum_i R_i}} \left\{ \left\{ R_i, 1 \leq i \leq K \right\} : \sum_i R_i \leq \text{tr}(P) \leq P \geq 0 \sum_i R_i \right\}$$

(10)

For any set $S \subseteq \{1, \ldots, K\}$, from 1 and 2, we have approximately, for $N, n_k$ large,

$$\log \left| 1 + \frac{1}{\sigma^2} \sum_{i \in S} H_i^H P_i H_i \right| \geq \int_{\sigma^2}^{\infty} \left( \frac{1}{w} - m_{S_k}^{(0)}(-w) \right) \, dw$$

(11)

where

$$m_{S_k}^{(0)}(z) = \frac{1}{N} \text{tr} \left( \sum_{k \in S} \frac{r_k dF_{Rk}(r_k)}{1 + \frac{e_k}{c_k}} T_k - zI_N \right)^{-1}$$

(12)
where the $e_i$’s verify

$$e_i(z) = \frac{1}{N} \text{tr} \left( \sum_{k \in \mathcal{S}} \frac{T_k}{1 + \frac{z}{\alpha} \epsilon_k(z)} \right)^{-1}$$

(13)

From these equations, the complete MAC capacity region can be described. Denoting $\mathbf{R}_k = \mathbf{U}_k \mathbf{\Lambda}_k \mathbf{U}_k^H$ the spectral decomposition of $\mathbf{R}_k$, we consider the power allocation strategy which consists in aligning the signal covariance matrix $\mathbf{P}_k$ to the eigenvectors of $\mathbf{R}_k$, i.e. $\mathbf{P}_k = \mathbf{U}_k \mathbf{Q}_k \mathbf{U}_k^H$ for some diagonal matrix $\mathbf{Q}_k$. Therefore $\mathbf{P}_k$ in Equation (10) can be replaced by $\mathbf{U}_k \mathbf{Q}_k \mathbf{U}_k^H$. The trace constraint in (10) is equivalent to $\text{tr}(\mathbf{Q}_k) \leq P_k$, $i = 1, \ldots, K$.

**Remark 1** This power allocation strategy is only proven optimal if the $\mathbf{R}_k$’s, $k \in \{1, \ldots, K\}$, are all equal [10].

Denoting $\mathbf{Q}_k = \text{diag}(q_k) = \text{diag}(q_{k,1}, \ldots, q_{k,n_k})$ and $\mathbf{\Lambda}_k = \text{diag}(\lambda_{k,1}, \ldots, \lambda_{k,n_k})$, the Stieltjes transform of Equation (12) can be rewritten as

$$m_k^g(z) = \frac{1}{N} \text{tr} \left( \sum_{k \in \mathcal{S}} \frac{1}{n_k} \sum_{n=1}^{n_k} \frac{1}{1 + \lambda_{k,n} q_{k,n}} \mathbf{T}_k - z \mathbf{I}_N \right)^{-1}$$

(14)

To derive the MAC rate region polytope, for every set $\mathcal{S} \subset \{1, \ldots, K\}$, the sum rate (11) must be maximized, under the $|\mathcal{S}|$ constraints $\text{tr}(\mathbf{Q}_k) \leq P_k$ and the $\sum_{j=1}^{\mathcal{S}} n_i$ constraints $q_{k,i} \geq 0$, for all $k \in \mathcal{S}$. This can be solved by classical convex optimization tools. Indeed, we have the following,

**Proposition 3** The right-hand side of Equation (11) is a convex function of the $q_{k,n}$’s, $k \in \mathcal{S}$, $n \in \{1, \ldots, n_k\}$.

The proof and optimization details are developed in [5].

### 4.2. Broadcast Channels

The capacity region of the broadcast multi-antenna channel has been recently shown [8] to be achieved by the dirty-paper coding (DPC) algorithm. This region $C_{BC}(P; \mathbf{H})$, for a transmit power constraint $P$ over the compound channel $\mathbf{H}$, is shown by duality arguments to be the set [7]

$$C_{BC}(P; \mathbf{H}) = \bigcup_{\sum_{k=1}^K P_k \leq P} C_{MAC}(P_1, \ldots, P_K; \mathbf{H}^H)$$

(15)

which is immediately obtained from Equation (10).

### 5. SIMULATION AND RESULTS

In this section, we provide simulation results in the context of a two-user broadcast channel, with $N = 8$ transmit antennas and $n_1 = n_2 = 4$ receive antennas, all placed in linear arrays.

The space $d_T$ between consecutive transmit antennas is such that $d_T/\lambda = 10$, with $\lambda$ the transmit signal wavelength; between adjacent receive antennas, the distance $d_R$ is the same for users 1 and 2 and such that $d_R/\lambda = 1/4$. The variance profile is generated from Jakos’ model, with privileged directions of signal departure and arrival (those directions form the solid angles under which the useful signals are transmitted/received). For instance, the entry $(a, b)$ of the transmit correlation matrix $\mathbf{T}_1$ is

$$T_{1,ab} = \int_{\theta_{\min}^{(T_1)}}^{\theta_{\max}^{(T_1)}} \exp \left( 2\pi i a \cos(\theta)/(\lambda \cos(\theta)) \right) d\theta$$

(16)

where, in our case, with obvious notations, $\theta_{\min}^{(T_1)} = \pi/2$, $\theta_{\min}^{(T_2)} = \pi/3$, $\theta_{\max}^{(T_1)} = 5\pi/6$, $\theta_{\min}^{(T_2)} = 2\pi/3$, $\theta_{\max}^{(T_2)} = -5\pi/6$, $\theta_{\min}^{(T_3)} = \pi$, $\theta_{\max}^{(T_3)} = -\pi/2$.

In Figure 1, we consider a 20 dB SNR and compare the rate region obtained from convex optimization to the equal power allocation strategy. We observe that, in spite of the strong correlation leading to very low eigenvalues in $\mathbf{R}_1$ and $\mathbf{R}_2$, little is gained by power allocation. Quite to the contrary, in Figure 2, we consider a $-5$ dB SNR, and observe a substantial gain in sum rate from our suboptimal scheme compared to the equal power allocation strategy.

Figures 1 and 2 confirm and quantify the result given in [11], which mainly states that for low SNR the sum-rate capacity of broadcast channels is asymptotically equal to the sum-rate capacity of the time-division multiple access (TDMA) strategy; therefore, for low SNR, no significant sum-rate gain is obtained by the computationally involved, yet optimal, dirty-paper coding compared to the simpler TDMA method, which merely consists in a time-division user scheduling. 

---

\[ ^2\text{we remind that the optimality of this scheme is not proven to this day.} \]
In this paper, we provided a compact expression for the rate region of multiple access and broadcast channels when the propagation channels are modelled as Gaussian with separable variance profiles. This result allows us to derive asymptotic capacity expressions of large antenna transmissions, independently of the specific channel realization but only based on the different transmit and receive correlation figures. While our results are only true for large numbers of transmit and receive antennas, we observe that the capacity results are good approximates even for small numbers of antennas.

6. CONCLUSION

In Figure 3, a comparison is made between the theoretical and simulated rate regions for a 20 dB SNR. The latter is obtained from 1,000 averaged Monte Carlo simulations for every transmit power pair \((P_1, P_2)\). We observe an almost perfect fit, even for these low \(N = 8, n_1 = n_2 = 4\) numbers of transmit and receive antennas.
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