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Abstract

In this paper, we propose a TDMA based simple transmission scheme, which overcomes the effect of the

delays caused by the poor synchronization of the relaying nodes over Ricean channels. The proposed scheme is

able to provide an optimized coding gain in unsynchronized cooperative networks as compared to the existing delay

tolerant distributed space-time block codes.

I. I NTRODUCTION

One of the recently discussed problems of the cooperative communication is the asynchronization

of the relaying nodes [1]. Due to the asynchronous transmissions a traditionally designed structure of

distributed space-time code is destroyed at the reception and it looses the diversity and coding gain. This

point is throughly explained in [2]. In a delay constrained cooperative system, the data from different

relays reach the destination after different delays. It is shown in [1] that the received delayed distributed

space-time block code loses diversity for all well-known codes. The first reported delay tolerant codes

for asynchronous cooperative network were proposed in [2].The work of [2] is generalized and refined

in [3] to include full-diversity delay tolerant space-timetrellis codes (STTC) of minimum constrained

length. In [1], delay tolerant distributed space-time block codes based on threaded algebraic space-time

(TAST) codes [4] are designed for unsynchronized cooperative network. The distributed TAST codes

of [1] preserve the rank of the space-time codewords under arbitrary delays at the reception of different

rows of the codeword matrix. A lattice based decoder is used for decoding of the delayed codewords,

which is computationally more complex than the decoupled decoding. One important observation is that

the TAST codes provide optimized coding gains for thesynchronizedMIMO system, where the codeword

is received without any shift between the rows. In the asynchronous cooperative network, note that it is
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not possible to obtain the optimal coding gain of the TAST codes because of the relative shifts between

the rows of the received codeword.

In this letter, we propose a simple time-division multiple access (TDMA) based distributed transmission

scheme for delay perturbed decode-and-forward based cooperative network which achieves full diversity

under arbitrary delays over uncorrelated Ricean channels. Since the Rayleigh channel is a special case

of the Ricean channel, the proposed scheme is also applicableover uncorrelated Rayleigh channels.

The proposed scheme also provides optimized coding gain in an unsynchronized cooperative network.

In addition, the proposed cooperative scheme performs better than the same rate existing delay tolerant

distributed space-time code based cooperative scheme.

Notation: Upper (lower) bold face letters are used for matrices (row orcolumn vector);(·)T , (·)∗, and

(·)H are the transpose, conjugate, and Hermitian of a matrix or vector; ⊗ denotes the Kronecker product;

K × K identity matrix is shown asIK . Let X be av × w matrix, thenX (m : n, p : q) represents a

(n − m + 1) × (q − p + 1) matrix formed bym to n, 1 ≤ m ≤ n ≤ v sequential rows andp to q,

1 ≤ p ≤ q ≤ w sequential columns ofX, X (:, p : q) stands av × (q − p + 1) matrix formed byp to q,

1 ≤ p ≤ q ≤ w sequential columns ofX, andX (m : n, :) denotes a(n−m + 1)×w matrix formed by

m to n, 1 ≤ m ≤ n, n ≤ v sequential rows ofX, X (i, :) representsi-th row of X; X (:, i) represents

i-th column ofX; 0a×b is an all zero matrix of sizea× b; eT
c is row vector consisting 1 at c position and

rest of all elements as 0; diag{w} is a diagonal matrix with the elements of the vectorw on its diagonal.

II. SYSTEM MODEL

We consider a cooperative communication system, which consists of one source (S),N relays (R1, R2, ..,

RN ), and one destination (D) terminal as shown in Fig. 1. Each ofthem can either transmit or receive

a signal at a time. It is assumed that the relays decode the received data without any error. As the

transmitters within the relays are distributed in different locations and there is no central local oscillator

in contrast to a co-located antenna array, there are relative timing errors between the different relays.

The timing errors can be arbitrary values. The data transmitted by the relays is received by D with delay

profile ∆ = (δ1, δ2, .., δN), whereδi denotes the relative delay of the signal received from thei-th relay

as reference to the earliest received relay signal. The maximum relative delay is assumed to beδmax. The

channel of links are assumed to be uncorrelated Ricean distributed. Let us state the major assumptions as

follows:

A1. 0 ≤ δ1, δ2, .., δN ≤ δmax.

A2. The source and relays do not know the delay profile∆ but they knowδmax perfectly. However, the

destination knows both the delay profile∆ and maximum delayδmax perfectly.

A3. All channels are fast fading and can vary from one time interval to another.

A4. The destination knows the channel between the relays and itself perfectly. Similarly, each relay knows
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the channel between the source and itself perfectly.

A5. No errors occur in the channels between the source and the relays.

Since it is difficult to acquire perfect knowledge of the channel which does not remain constant over

several time intervals, AssumptionsA3 andA4 seem to be contradictory to each other. However, we made

AssumptionsA3 and A4 in order to obtain a generalized delay tolerant scheme whichcan work under

an idealizedset-up. Nevertheless, the proposed scheme is applicable for practical block fading channels

which remain constant over multiple time intervals and can be perfectly estimated at the receiver. Though

AssumptionA5 seem to be very strong, however, it is shown in Subsection VI-C, thatA5 is approximately

valid when the relaying nodes are close to the source.

III. D ISTRIBUTED SPACE-TIME CODING FORASYNCHRONOUSCOOPERATIVENETWORK

It is clear from the assumptionsA1-A3 that even if all relays start transmitting all rows of a distributed

space-time block code (STBC) simultaneously, different rowswill reach D with different delaysδi ≤
δmax, i ∈ {1, 2, .., N}. If all relays continuously (without any pause between the transmission of two

consecutive codewords) transmit the rows of different distributed STBC at different blocks, then the data

of two consecutively transmitted STBC can be overlapped due to the timing errors. Hence, in order to

avoid this problem, the transmission of a STBC in a distributed manner fromN asynchronous relays is

performed by using simultaneous transmission and pause (STP) strategy as follows [1]: All relays start

transmitting the assigned rows of the codeword simultaneously and as the values of the relatives delays

are unknown, therefore, each of them waits forδmax time intervals after the transmission of the codeword

is finished. Due to the delays in the reception, anN × T transmitted STBCS is transformed into an

N × (T + δmax) codeword at the receiver as follows:

S∆ =















01×δ1 S (1, :) 01×(δmax−δ1)

01×δ2 S (2, :) 01×(δmax−δ2)

...
...

...

01×δN
S (N, :) 01×(δmax−δN )















, (1)

where a0 represents no transmission. LetW symbols be encoded into the original STBCS ∈ C
N×T , then

it can be seen from (1) that by following the STP strategy it takesT + δmax time intervals for transmitting

S. Hence, the effective data rate in the asynchronous cooperative network isW/(T + δmax), which is less

than the data rate in a synchronized systemW/T for which the STBC is traditionally designed. In [1],

distributed TAST codes were designed for delay constrainedasynchronous cooperative network to provide

full diversity. However, optimized coding gain is not guaranteed in asynchronous cooperative network for

these codes.
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IV. D ELAY INDEPENDENTTRANSMISSIONSCHEME

The block diagram of the proposed transmission scheme is shown in Fig. 2. Letsk =
[

sk
1, s

k
2, .., s

k
L

]T
,

where sk
i belongs to an arbitrary constellationA with J signal points, represent a data vector to be

transmitted in thek-th block/frame. It is assumed thatL = MN , whereM is a positive integer. The data

vectorsk is passed through a grouping blockΠ at each relay as shown in Fig. 2. The operation ofΠ

can be compactly written as

Gk = [Π1sk,Π2sk, ..,ΠMsk] , (2)

whereΠn is a N × L matrix defined asΠn = IL ((n − 1)N + 1 : nN, :) and n ∈ {1, 2, ..,M}. The

grouped data matrix is applied to the precoder vectorθi, whereθi has size1×N . The design ofθi will

be discussed in Section V. The transposed precoded data vector zk
i = (θiGk)

T of sizeM × 1 is parsed

through a(L + Nδmax) × M multiplexing matrixΓ i given as

Γ i=
[

0M×(i−1)(M+δmax),IM ,0M×(N−i)M+(N−i+1)δmax

]

T. (3)

The parsed data vectorxk
i = Γ iz

k
i of size(L + Nδmax)×1 is transmitted through thei-th relay (elements of

a column vector are transmitted sequentially). The data transmitted from the relays will undergo the delay

profile and the destination receives delayed versions of them. The multiplexing matrixΓ i introduces

ordering in the transmissions from the relaying nodes. It ensures that the data transmitted from two

consecutive relays is separated byδmax time intervals and each relay transmits forM non-overlapping

time intervals and remain silent (transmitting a0 signal) at other time intervals such that the received

data at each time interval consists of data transmitted by most one relay (only). We call this strategy as

orthogonal transmission and pause (OTP). By using OTP, we areable to transmitL symbols inL+Nδmax

time intervals. Hence, the effective data rate in symbol perchannel use (SPCU) and bit per channel use

(BPCU) is
L

L + Nδmax
SPCU=

M

M + δmax
SPCU=

M

M + δmax
log2J BPCU, (4)

whereL = MN andJ is the total number of points in the signal constellationA. It can be seen from (4)

that the proposed scheme provides data rate less than 1 SPCU. However, for a fixed data rate in BPCU

the delay in decodingL + Nδmax symbols can be reduced by increasingJ , i.e., using higher order signal

constellations at the cost of performance degradation. In the case of BPSK, i.e.,J = 2, the data rate of

1 BPCU can be obtained as follows:

lim
L→∞

L

L + Nδmax
SPCU= lim

M→∞

M

M + δmax
BPCU= 1 BPCU, (5)

meaning that in OTP using BPSK constellation, we can obtain the data rate of 1 BPCU if infinite delay

in the decision is allowed. Nonetheless, ifNδmax << L, approximately full rate can be achieved for finite
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values ofL in the case of BPSK. It will be shown in the simulations that theproposed scheme achieves

better coding gain than the same rate existing best delay tolerant distributed STBC [1].

Let us represent all channel gains from theN relays to the destination, while each relay actively

transmits, into anN × M matrix Hk as follows:

Hk =















hk
1,1 hk

1,2 . . . hk
1,M

hk
2,1 hk

2,2 . . . hk
2,M

...
...

. ..
...

hk
N,1 hk

N,2 . . . hk
N,M















, (6)

where hk
i,n denotes the non-zero mean and Gaussian distributed (Ricean)complex channel coefficient

utilized during the transmission of the non-zero data from the i-th relay in n-th time interval (out of

M consecutive time intervals wheni-th relay remains active) in thek-th block. The received signal

y∆

k ∈ C
(L+Nδmax)×1 can be written as

y∆

k =
N

∑

i=1

diag
{

hk
i

}

xk
i + qk, (7)

wherehk
i =

[

01×((i−1)M+δi+(i−1)δmax),Hk (i, :) ,01×(L−iM+(N−i+1)δmax−δi)

]

is an1×(L + Nδmax) row vector

and qk is an (L + Nδmax) × 1 column vector consisting of additive white Gaussian noise (AWGN). At

destination,y∆

k is passed through the grouping blockΞ, which performs the following operation:

Y k =
[

Ξ1y
∆

k ,Ξ2y
∆

k , ..,ΞMy∆

k

]

, (8)

whereΞn is an N × (L + Nδmax) matrix with i-th row given byeT
δi+(i−1)(M+δmax)+n and Y k ∈ C

N×M

contains the data received only during the active periods ofall relays. Next, the group of symbols

represented bysk
n = Πnsk can be decoded fromY k (:, n) as follows:

ŝk
n = arg min

sk
n∈A

N

∥

∥Y k (:, n) − diag{Hk (:, n)}Θsk
n

∥

∥

2
, (9)

whereΘ =
[

θT
1 ,θT

2 , ..,θT
N

]T
. Since diag{Hk (:, n)} is a diagonal matrix andΘsk

n is a column vector,

the ML metric (9) can be alternately written as

ŝk
n = arg min

sk
n∈A

N

∥

∥Y k (:, n) − diag
{

Θsk
n

}

Hk (:, n)
∥

∥

2
. (10)

It can be seen from (9) and (10) that the ML decoding of the transmitted data does not depend upon

the delay profile, contrary to the existing delay tolerant space-time block code [1]. Hence, the decoding

complexity of the proposed scheme is independent of the delay profile, whereas the decoding complexity

of the existing delay tolerant scheme [1] varies with delay.
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V. PERFORMANCEANALYSIS

A Chernoff bound over the pair-wise error probability (PEP) in the case whenΘ
(

sk
n

)0
is transmitted

andΘsk
n is decoded,

(

sk
n

)0 6= sk
n, can be obtained as [5, Theorem 4.2]

Pr
(

(

sk
n

)0→sk
n |Hk (:, n)

)

≤ exp






−

∥

∥

∥

(

diag
{

Θ
(

sk
n

)0
}

−diag
{

Θsk
n

}

)

Hk (:, n)
∥

∥

∥

2

4σ2






, (11)

whereσ2 is the variance of the AWGN noiseqk. As Hk (:, n) ∼ CN
(√

1
1+K

ρH̄k (:, n) , K
1+K

ρ2IN

)

,

whereρ2 is the transmit power,̄Hk (:, n) is a column vector consisting of the mean values ofHk (:, n),

therefore, by using the probability density function (p.d.f.) [6, Eq. (2.16)] and the moment generating

function (M.G.F.) [6, Eq. (2.16)] of a non-central chi-square distributed random variable, (11) can be

averaged overHk (:, n) with the help of the procedure given in [5, Section 4.4] in order to obtain the

following upper bound of PEP (UBPEP):

EH

[

Pr
{

(

sk
n

)0 → sk
n

}]

≤ e(K(1+K)H̄
H

k (:,n)(Φ
−1− 1

1+K
IN)H̄k(:,n))

(1 + K)−ntnr |Φ|
, (12)

whereΦ = (1+K)IN+ ρ2

4σ2

(

diag
{

Θ
(

sk
n

)0
}

− diag
{

Θsk
n

}

)(

diag
{

Θ
(

sk
n

)0
}

− diag
{

Θsk
n

}

)H

. The UBPEP

for Rayleigh channels can be obtained by substitutingK = 0 in (12).

A. Precoder Design

From (12), the following conditions can be pointed out, which must be satisfied byΘ:

• In order to obtain full diversity, diag
{

Θ
(

sk
n

)0
}

− diag
{

Θsk
n

}

= diag
{

Θ
(

(

sk
n

)0 − sk
n

)}

must be

full rank matrix, i.e.,Θ
(

sk
n

)0
should be different for allN elements from all possibleΘsk

n provided

that
(

sk
n

)0 6= sk
n.

• If Θ is a unitary matrix, then it ensures that the translationΘ
(

(

sk
n

)0 − sk
n

)

will not alter the distance
(

sk
n

)0 − sk
n.

• In order to satisfyE
[

Tr
{

diag
{

Θsk
n

}

diagH
{

Θsk
n

}}]

= N , i.e., the average power constraint over

diag
{

Θsk
n

}

, it must be ensured thatE
[

Tr
{

sk
n

(

sk
n

)H
}]

= N and Tr
{

ΘΘH
}

= N .

• Θ must be chosen to minimize UBPEP.

The optimization problem can be expressed as follows:

min
{

Θ|Θ∈U,Tr{ΘΘ
H}=N,(sk

n)
0
6=sk

n

}

UBPEP, (13)

whereU is the group of all unitary matrices. As a closed-form solution of optimizedΘ is difficult to

find, we will provide an iterative numerical method for finding the optimized values ofΘ. As Θ has a

unitary structure, first we need to parametrizeΘ [7]–[9].

Lemma 1: Parametrization of Skew Hermitian Matrix: Let S ∈ C
N×N be skew Hermitian such that

S = −SH , thenS can be parametrize as follows:
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vec (S) = Ldr + Llc − Luc
∗, (14)

where r is a N × 1 real entries vector containing the imaginary values of maindiagonal of S, c ∈
C

N(N−1)/2×1 contains strictly below main diagonal elements ofS taken in a column wise vector in the

same way as thevec operator,c∗ ∈ C
N(N−1)/2×1 consists strictly of above diagonal elements ofS taken

in row wise order starting from first row from left to right,Ld is a N2 × n matrix that takes care of the

elements of the main diagonal ofS, Ll is a N2 ×N(N − 1)/2 matrix taking care of the elements strictly

below the diagonal ofS, andLu is a N2 ×N(N − 1)/2 matrix takes care of the elements strictly above

the diagonal ofS [7, Eq. (27)].

The proof of Lemma 1 can be seen in [7], [8].

Lemma 2: Parametrization of Unitary Matrix: A complex valuedN × N unitary matrix Θ can be

parametrize as follows:

Θ = exp (S) , (15)

whereS ∈ C
N×N skew Hermitian matrix, whereexp (S) ,

∑∞
m=0

1
m!

Sm, and S0 , IN .

The proof of Lemma 2 can be seen in [9].

From (12), (14), and (15), UBPEP can be expressed as a real-valued function ofr andc as

UBPEP= f (r, c, c∗) . (16)

It can be seen from (16) that the optimization problem of (13)reduces into obtaining optimized values

of r and c. From [7, Theorem 2], the update equation of the steepest descent method for optimization

of (13) can be obtained as
[

rk+1

ck+1

]

=

[

rk

ck

]

+µ

[

(Drf (rk, ck, c
∗
k))

T

2 (Dc∗f (rk, ck, c
∗
k))

T

]

, (17)

whereµ is a real negative constant,rk ∈ R
N×1 andck ∈ C

N(N−1)/2×1 are the value ofr andc, respectively

after k iterations, andDr and Dc∗ are the first order derivative [10] w.r.t.r and c∗, respectively. The

first order derivatives can be obtained by using chain rule [10] and properties of the trace and the vec

operators [11] as follows:

Drf (rk, ck, c
∗
k) =  (a − b) Ld,

Dc∗f (rk, ck, c
∗
k) = −aLu + bLl, (18)

wherea ∈ C
1×N2

andb ∈ C
1×N2

are defined as
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a , − vecH

(

ρ2

4σ2
diag

{

Θ
(

(

sk
n

)0 − sk
n

)}

Φ−1
(

K(1 + K)H̄k (:, n) H̄
H
k (:, n) Φ−1+IN

)

)

Ld

×
(

(

(

sk
n

)0 − sk
n

)T

⊗ IN

) ∞
∑

t=0

1

(t + 1)!

t
∑

p=0

(

ST
)t−p ⊗ Sp,

b , − vecH

(

ρ2

4σ2
diag∗

{

Θ
(

(

sk
n

)0 − sk
n

)}

Φ−1
(

K(1 + K)H̄k (:, n) H̄
H
k (:, n) Φ−1+IN

)

)

Ld

×
(

(

(

sk
n

)0 − sk
n

)H

⊗ IN

) ∞
∑

t=0

1

(t + 1)!

t
∑

p=0

(

SH
)t−p ⊗ (S∗)p . (19)

Optimized precoder for Rayleigh channels can be obtained by setting K = 0 in (19). The optimization

problem (13) can be seen as linear constellation precoder (LCP) design [12, Eq. (7)]. In [12], [13],

LCP-A and LCP-B precoders are developed based on linear algebraic constructions. It is shown in [12,

Table I], that unitary LCP-A provides better coding gain thanLCP-B precoder. Further, it is shown in [12,

Section III-B] that unitary LCP-A precoder is a Vandermonde matrix given by

Θ =
1√
N















1 β0 · · · βN−1
0

1 β1 · · · βN−1
1

...
...

. . .
...

1 βN . . . βN−1
N















, (20)

where βl = e( 2πl

N
+ π

2N
), l = 0, 1, .., N − 1. Therefore, we can also use Vandermonde matrix (20) for

decidingΘ andθi, i ∈ {1, 2, .., N} is chosen as corresponding row of (20). However, it is shown in the

next section that with the help of the proposed optimizationmethod, significant performance enhancements

can be obtained for more than two relays as compared to LCP-A precoder [12].

VI. SIMULATION RESULTS

A. Optimization ofΘ

We used the procedure given in Subsection V-A for optimizingΘ at each SNR value. AnN × N

discrete Fourier transform (DFT) matrix is used as an initialization matrix for starting the steepest descent

algorithm. The optimized value of the analytical PEP is obtained by plugging the optimized value ofΘ

into (12). We have also obtained the analytical PEP for the Vandermonde matrix or LCP-A precoder [12]

of (20) and the best knownsub-optimalfull diversity unitary rotation matrix given as follows [14]:

Ψ =









−0.3279852776 −0.5910090485 −0.7369762291

−0.7369762291 −0.3279852776 0.5910090485

−0.5910090485 0.7369762291 −0.3279852776









. (21)

The sub-optimal rotation matrix of (21) provides the best coding gain along with full diversityout of

all known sub-optimalfull diversity rotation matrices, however, it does not achieve an upper bound of

the coding gain [14]. For the case of two relays, we found thatthe optimized precoder coincides with

the LCP-A precoder. We have shown the plots of analytical PEP over Rayleigh and Ricean channels
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K ∈ {0, 2, 5, 10}, and H̄k (:, n) = [1, 1, 1]T with the Θ obtained by proposed numerical optimization

method, from the Vandermonde matrix, and from3 × 3 unitary rotation matrix of (21) in Fig. 3 for

the cooperative system with 3 relays. It can be seen from Fig.3 that from low to moderate SNR, the

optimized precoder and Vandermonde matrix performs similarly. However, from moderate to high SNR

(SNR above about 15 dB) the proposed optimized precoder significantly outperforms the Vandermonde

matrix based precoder. In addition, the preposed precoder also works better than the sub-optimal precoder

of (21). The effect of the Ricean coefficientK on the code design can also be observed from Fig. 3. It

can be seen from Fig. 3 that for high values of theK factor the proposed optimized precoder provides

more improvement as compared to the LCP-A precoder or (21) which is designed for Rayleigh fading

channels.

B. Comparison of the Proposed Delay Tolerant Scheme with the Conventional DTTAST Code

In Fig. 4 we show the SER versus SNR performance of previouslyproposed delay tolerant TAST

(DTTAST) codes [1] and the proposed OTP scheme with BPSK constellation, in a cooperative system

with two asynchronous relaysN = 2, δmax = 3, and over Rayleigh and Ricean channelsK ∈ {0, 2, 5}
with H̄k (:, n) = [1, 1]T . A 2 × 3 DTTAST code is given as [1, Eq. (17)]

XDT =

[

x1 φy2 φy3

φy1 x2 x3

]

, (22)

where[x1, x2, x3]
T = Φ[s1, s2, s3]

T and [y1, y2, y3]
T = Φ[s4, s5, s6]

T , si ∈ A, φ = e2π/15, andΦ is given

in (21). The DTTAST code of (22) is used for transmission which transmits 6 BPSK symbols in one

codeword block and provides an effective data rate 1 in the unsynchronized cooperative network with

δmax = 3. In Fig. 4, the performance of DTTAST code averaged over all possible delay profiles is shown.

The performance of the proposed delay independent scheme isplotted withL = 200. As Nδmax << L,

the rate of the proposed schemeR = L/(L + Nδmax) = 0.97 ≈ 1. It can be seen from Fig. 4 that the

proposed scheme significantly outperforms the DTTAST codesat all SNRs and for both Rayleigh and

Ricean channels. For example, a gain of 8.5 dB is achieved at SER=10−3 over Rayleigh channelsK = 0.

All simulations are performed over105 channel realizations.

C. Effects of Wrong Relaying on the Performance of the Proposed Delay Tolerant Scheme

In Fig. 5, we have shown the performance of the proposed scheme assuming that one out of three relay-

ing nodes is in outage over Ricean fading channels withK = 1. Simulations are performed by assuming

different SNR values over the link between the source and therelay in outage (SNR∈ {5, 15, 25, 35} dB).

The higher the value of SNR, the closer the relay in outage is tothe source. It can be seen from Fig. 5 that,

because of wrong relaying, there is an error floor in the performance of the proposed scheme at higher

SNR between the relays and the destination when the relay in outage is far from the source. However,
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when the SNR between the source and relay in outage is very high, i.e., the relay is very close to the

source, the proposed scheme performs very close to the system where the relays have perfect knowledge

of the data in the relays to the destination SNR range of0− 15 dB as assumed in AssumptionA5. Fig. 5

suggests that AssumptionA5 is approximately valid when the relaying nodes are very close to the source

and the SNR between the relays and the destination lies in therange of low to moderate values. All

simulations are performed over105 channel realizations.

VII. C ONCLUSIONS

We have proposed a simple TDMA based transmission scheme fordecode-and-forward based cooper-

ative systems. In addition, we have also designed a PEP basedprecoder for unsynchronized cooperative

networks over uncorrelated Ricean channels. It is shown by simulations that by proper scheduling of

transmissions and optimized precoder significant coding gain and full diversity can be achieved under

arbitrary delay profile. Moreover, the proposed scheme significantly outperforms the approximate same

rate existing delay tolerant distributed space-time blockcode.
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Fig. 1. Cooperative system with one source-destination pair andN relays. The relative delay in link between thei-th relay and the

destination is shown byδi.
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Fig. 2. Block diagram of the proposed delay independent cooperativetransmission scheme.
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Fig. 3. Analytical PEP versus SNR plots of asynchronous cooperativesystem with three relays over Rayleigh and Ricean channels

K ∈ {0, 2, 5, 10} with Vandermonde precoder [12], known best full diversity rotation [14], and proposed optimized precoder.
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Fig. 4. Comparison of DTTAST codes and the proposed scheme with two unsynchronized relays over Rayleigh and Ricean channels

K ∈ {0, 2, 5}.
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