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ABSTRACT
This paper studies the impact of mobility on the power

consumption of wireless networks. With increasing mobil-
ity, we show that the network should dedicate a non negligi-
ble fraction of the useful rate to estimate the different degrees
of freedom. In order to keep the rate constant, we quantify
the increase of power required for several cases of interest.
In the case of a point to point MIMO link, we calculate the
minimum transmit power required for a target rate and out-
age probability as a function of the coherence time and the
number of antennas. Interestingly, the results show that there
is an optimal number of antennas to be used for a given co-
herence time and power consumption. This provides a lower
bound limit on the minimum power required for maintaining
a green network.

1. INTRODUCTION

The rapidly increasing demand for higher data rates has to
be met by network providers. Arbitrarily increasing the sig-
nal to noise ratio (SNR) is not possible due to mainly two
reasons. First, the transmit power of the Base Stations (BS)
has to be constrained for energy efficiency considerations.
Secondly, the transmit power has to be regulated due to elec-
tromagnetic restriction issues like in [10]. As a consequence,
it is of great importance to determine the minimum power a
transmitter requires to provide a certain target rate in wireless
communication.

A multiple input multiple output (MIMO) channel is a
well known and promising technique to increase the perfor-
mance of a point to point link. In essence, MIMO system
consists of multiple transmitting antennas and receiving an-
tennas. If we have perfect channel state information (CSI),
then increasing the number of antennas would always in-
crease the rate. However, if the channel has to be estimated
through training, time has to be spent for training each de-
gree of freedom. We consider the impact of mobility in a
MIMO system. In its full generality, this problem should be
treated as a non coherent MIMO channel for which the ca-
pacity is hard to determine (open problem). Therefore, we
restrict ourselves to a training mechanism which is subopti-
mal but provides tractable expressions. It was shown in [2]
that in the context of point to point MIMO, there is a tradeoff
between the channel estimate and the training time. A train-
ing time that maximizes the achievable rate was found in [2].
In this work we study how mobility affects the outage rates
in MIMO systems.

Our objective is to study the transmit power for a target
data rate, outage probability and coherence time. With an in-
finite coherence time, it is known that increasing the number

of antennas would cause the power consumption to decrease.
However, if the coherence time is small, a fraction of the time
has to be used for channel training which results in a higher
power consumption to transmit at the same rate. In this pa-
per, we tackle the problem of finding the optimum number
of antennas and training time for single input single output
(SISO), single input multiple output (SIMO), multiple input
single output (MISO) and MIMO systems.

The system model is described in Section 2. The perfor-
mance metric, schemes under which we calculate the trans-
mit power and the objectives of this paper are detailed in Sec-
tion 3. The power consumed in MISO, SIMO and MIMO
systems are calculated analytically and numerically in Sec-
tions 4 and 5. The power thus calculated is studied as a
function of the coherence time and the number of antennas.
Finally, we draw conclusions on the effect of mobility on
MIMO systems.

2. SYSTEM MODEL

Let us consider the input-output relationship of a MIMO sys-
tem given by:

y =

√
ρ

M
Hs+z (1)

where y ∈ CN is the received signal, the dimension N rep-
resenting the number of receive antennas. The transmit-
ted signal is s ∈ CM , where M is the number of transmit
antennas.H ∈ CM×N represents the channel connecting the
M transmit to the N receive antennas, and z ∈ CN represents
the additive noise. The matrix H, and the vectors s and z all
comprise of i.i.d complex Gaussian entries with mean zero
and variance unity, that is hi j,si,z j ∼ CN (0,1). The total
transmit power is proportional to ρ which is the average SNR
at each receive antenna.

We assume that the channel obeys the simple discrete-
time block-fading law, where the channel is constant for
some discrete time interval, after which it changes to an in-
dependent value that it holds for the next interval [1]. The
coherence time is essentially determined by the mobility of
the user and so if we calculate the dependency of the transmit
power with respect to the coherence time, we will establish
a relation between the mobility of a user and the correspond-
ing transmit power. We further assume that channel estima-
tion (via training) and data transmission is to be done within
this coherence time, after which a new training sequence is
done. The time for training in symbols will be given by t and
the coherence time in symbols by T . The inverse of the frac-
tion of time that is used for data transfer will be denoted by



ζ = (log2(e)(1− t
T ))
−1. (The log2(e) is for the conversion

of natural logarithms to base two). We also denote t
M by τ .

In the training phase, all M transmitting antennas broad-
cast orthogonal sequences of known pilot symbols of equal
power ρ on all antennas. The orthogonality condition im-
poses τ ≥ 1. The receiver estimates the channel H, based
on the observation of the pilot sequence, as Ĥ and the error
in estimation is given as H̃ =H− Ĥ. The channel estimate
normalized to variance one is given by H̄. From [2] we know
that the rate is lowest (worst case) when H̃ is Gaussian and
then, the channel model can be rewritten as

y =

√
ρe f f

M
H̄s+ l̄ (2)

where ρe f f is given by τρ2

1+ρ+ρτ
and l̄ equal to ρH̃s+z nor-

malized to unit variance. (2) leads to a lower bound on the
mutual information and the achievable rate. Thus, all formu-
las derived in the following sections give lower bounds on the
achievable rate and upper bounds on the outage and transmit
power. This was verified to be an effective model in other
works as well (See [6]). The value of ρ can be calculated
from ρe f f by inverting the equation as

ρ =
Mρeff(1+ τ +

√
(1+ τ)2 + 4τ

ρeff
)

2t
(3)

3. METRICS

The performance metric that we consider in this paper is the
outage probability for a target rate. We evaluate the transmit
power as a function of the number of antennas for a given
coherence time with the outage Pout constrained for a target
rate R. We also find the least power that can achieve the target
rate and outage by optimizing over the number of antennas.

We have found in (2) an effective SNR under the as-
sumption of worst case noise. We only deal with the model
where power allocation is uniform among all the antennas
and so the rate we calculate is not the channel capacity but
the achievable rate. With this model we find a lower bound
γ on the achievable rate, in bits per second per channel use,
from [2] as

γ = ζ
−1 logdet(I +ρe f f

H̄H̄H

M
) (4)

If the target data rate is represented by R, the outage prob-
ability Pout is defined as the probability that the rate in a chan-
nel realization (mutual information), γ is lower than R the
target rate.

Pout = P(γ < R) (5)

If P is the threshold outage probability required to main-
tain the quality of service (QoS), the performance metric has
to satisfy the constraint Pout ≤P . The transmission power is
evaluated under two schemes, the fixed power scheme where
transmission is always done at a constant power and the adap-
tive power scheme where transmission is done at the optimal
power to achieve the target outage rate. Now, we discuss
these two schemes in detail:

3.1 Fixed power scheme

The first scheme is applicable when transmission is al-
ways done with a constant power of ρ0 and we shall re-
fer to this as fixed power scheme. We calculate the ρ0 as
min(ρ , such as Pout(R,ρ) ≤ P) which is the lowest SNR
that can achieve the given outage probability for a target rate
in a MIMO system. Analyzing the behavior of ρ0 with re-
spect to changes in coherence time and the configuration of
the MIMO system will be useful to determine how mobility
affects the transmission power.

3.2 Adaptive power scheme

The second scheme assumes that power control is imple-
mented. In this model, the estimated channel state informa-
tion (CSI) is sent back to the transmitting antennas through
a feedback mechanism, which we assume to be instanta-
neous for simplicity. This assumption a a gross simplifica-
tion in reality and especially when considering small coher-
ence times, however as the qualitative results obtained will
not very much different, we ignore the feedback load. The
feedback in downlink MIMO is studied and optimized in [8]
and other related works and can be used to extend this pa-
per to include its effects. Based on the feedback, the optimal
power to achieve the target rate is used for transmission. If
the power required is more than ρ0 (The constant power de-
fined in the previous sub-section), transmission is halted1.
As the power in this scheme is a function of the channel,
for tractable measurements, the power calculated ρmin in this
case is the average power over all possible channel realiza-
tions, and we refer to this model as adaptive power scheme.
This model might be harder to implement due to the feed-
back mechanism required and larger Peak to average power
ratio (PAPR).

ρmin = EH(ρa(H)) (6)

where

ρa(H) =

{
ρ(H) if ρ(H)≤ ρ0
0 otherwise

4. THEORETICAL ANALYSIS

In this section we find expressions relating the outage rate
Pout and, the transmit power ρ0 in the fixed power scheme
and ρmin in the adaptive power scheme.

4.1 MISO

For the MISO system the optimal power allocation for the
best outage probability has been conjectured in [5] and later
on proved in [4]. Here we look at a MISO system with uni-
form power allocation. In this case, H̄H̄H reduces to a real
number and det(I +ρe f f

H̄H̄H

M ) becomes just 1+∑
M
i=1 h̄i jh̄∗i j.

1This corresponds to a system where real time data processing is required
like in voice or video calls where the rate is fixed and the packets are dropped
if the power is insufficient as the transfer rate is fixed. For elastic services it
is possible to lower the rate and continue communication with the maximum
available power.



Thus we can rewrite (4) and (5) as

ρe f f =
M(exp(Rζ )−1)

∑
M
i=1 ∑

N
j=1 h̄i jh̄∗i j

=
M(exp(Rζ )−1)

ω2 (7)

where ∑
M
i=1 h̄i jh̄∗i j is denoted as ω2. The distribution of ω2

is the Chi square distribution with 2M degrees of freedom,
ω2 ∼ χ2(2M) [9]. If the maximum power ρ is ρ0, corre-
sponding to a ρe f f of ρe f f 0 then, the outage is just the proba-
bility that ρe f f 0 ≤ M(exp(R)−1)

Trace(H̄H̄H )
. Defining Ω2

0 =
M(exp(Rζ )−1)

ρe f f 0
,

the outage can be calculated as

Pout =

∫ Ω0
0 ωM−1 exp(−ω

2 )dω

2MΓ(M)

=
γ(M, Ω0

2 )

Γ(M)
(8)

where Γ is the Gamma function and γ is the lower incomplete
Gamma function. The minimum average effective SNR, with
which this outage is achieved, can be calculated from (6), (7)
and (8) as

ρmin-eff =
M exp(Rζ −1)

2MΓ(M)

∫
∞

Ω0

ω
M−3 exp(−ω

2
)dω

=
M exp(Rζ −1)Γ (M, Ω0

2 )

Γ(M)
(9)

where Γ is the upper incomplete Gamma function. The ac-
tual average power in the adaptive power scheme can be ob-
tained as ρmin = ρ(ρmin-eff) using (3).

An interesting observation can be made while compar-
ing a single input single output (SISO) system and a MISO
system with M > 1. If we assume that the peak power
can be arbitrarily large to obtain an arbitrarily small out-
age, then the SISO system in the adaptive power scheme
will also consume an arbitrarily large power given by ρmin ∝

(limρ0→∞Ei( −1
rho0

) = ∞), where Ei is the exponential integral
that approaches infinity in this limit. However the MISO sys-
tem, with M = 2 for instance, will only consume a finite av-
erage power ρmin ∝ (limρ0→∞ exp( −1

rho0
) = 1). Outage in both

cases is limρ0→∞ 1− exp( −1
rho0

) = 0.

4.2 SIMO
Let us now look at a SIMO system with uniform power allo-
cation. In this case, H̄H̄H is a matrix of rank one, so it has
only one non-zero eigen value. This non-zero eigen value is
also the trace and is given as ∑

N
j=1 h̄i jh̄∗i j. det(I +ρe f f H̄H̄H)

becomes just 1+∑
N
j=1 h̄i jh̄∗i j as all the other eigen values are

zero. Thus we can rewrite (4) and (5) as

ρe f f =
(exp(Rζ )−1)

ω2
∗

(10)

where ∑
N
j=1 h̄i jh̄∗i j is denoted as ω2

∗ . The distribution of ω2
∗ is

also the Chi square distribution with 2N degrees of freedom, ,
ω2
∗ ∼ χ2(2N). If the maximum power ρ is ρ0, corresponding

to a ρe f f of ρe f f 0 then, the outage is just the probability that
ρe f f 0 ≤ (exp(Rζ )−1)

Trace(H̄H̄H )
. Defining Ω2

0∗ =
(exp(Rζ )−1)

ρe f f 0
, the outage

can be calculated as

Pout =
γ(N, Ω0∗

2 )

Γ(N)
(11)

where Γ is the Gamma function and γ is the lower incomplete
Gamma function. The minimum average effective SNR with
which this outage can be achieved can be calculated from (6),
(10) and (11) as

ρmin-eff =
exp(Rζ −1)Γ (N, Ω0∗

2 )

Γ(N)
(12)

where Γ is the upper incomplete Gamma function. The ac-
tual average power in the adaptive power scheme can be ob-
tained as ρmin = ρ(ρmin-eff) using (3).

4.3 MIMO
Calculating the outage probability in a general MIMO system
is a tedious process and also it does not give an interpretable
closed-form expression like in MISO or SIMO. Therefore,
here we use results from the field of large random matrices
to solve this problem and and show that the approximation
holds even for a finite number of antennas.

Lemma 1 Given H ∈ CN×M such that hi, j ∼CN (0,1). As
M,N→ ∞ such that limN,M→∞

N
M = c,

logdet(I +
ρe f f

M
(HHH))−Mµ = ψ

o (13)

Where µ = [c log(1 + ρe f f − ρe f f α) + log(1 + cρe f f −
ρe f f α)−α]

and α = 1
2 [1+ c+ρ

−1
e f f −

√
(1+ c+ρ

−1
e f f )

2−4c]

Then, ψo D−→ ψ (converges in distribution) where ψ ∼
N (0,σ) with σ =− log(1− α2

c ). The proof is in [3].

Lemma 1 gives us a simple and tractable expression to
obtain a relation between the transmit power and the achiev-
able rate. Additionally, we know how the rate converges in
distribution allowing us to calculate the outage by transform-
ing the complexity of working with 2MN random variables
H̄ to a single random variable ψ . Now let us consider a
MIMO system. From Lemma 1 we know that if the trans-
mit power is ρ0, the effective SNR can be found as ρe f f 0. If
we define σ0 = Rζ −Mµ(ρe f f 0), we have outage as

Pout ≈ P(ψ < Rζ −Mµ0)

=

∫ Rζ−Mµ0
−∞ exp(−ψ2

2σ2 )dψ
√

2πσ2

= 1−Q(
Mµ0−Rζ

σ
) (14)

where the Q function is the tail probability of the standard
normal distribution. This approximation and resulting cal-
culations are verified by simulations in the next section.
Consecutively, the minimum average SNR can be calculated
from (6), (13) and (14) as

ρmin =

∫
∞

Mµ0−Rζ
ρ(ρe f f (ψ))exp(−ψ2

2σ2 )dψ
√

2πσ2
(15)



4.4 The inverse calculation
In the previous sections we have detailed equations that ex-
press the outage probability as a function of ρ0. However,
our objective is to find ρ0 for a given threshold outage prob-
ability. This is achieved following these series of steps.
• Given an Outage probability threshold P0. Since the

Q-function is well known and invertable, we use the inverse
Q-function to find X = Mµ0−Rζ

σ
.

• Now we use a linear search with ρ , M and t as the pa-
rameters to calculate Mµ0−Rζ

σ
and match it with the X such

that ρ0 = min(ρ; Mµ0−Rζ

σ
≥ X). Where µ0 and σ are evalu-

ated as functions of ρe f f (ρ).
• Now using 15 we evaluate ρmin.
The results of these calculations are illustrated in the fol-

lowing section with our numerical results.

5. NUMERICAL RESULTS

All theoretical results obtained in the Section 4 are
verified using Monte-Carlo simulations. The the-
oretical results are compared to the results from
simulation by a linear search over ρ that yields
the desired Pout . Finally, we find {ρ0,M,N,τ},
such that ρ0 = min(ρ0(M,N,τ), such as M,N ∈
N,τ ≥ 1) and {ρmin,M∗,N∗,τ∗}, such that ρmin =
min(ρmin(M∗,N∗,τ∗), such as M∗,N∗ ∈ N,τ∗ ≥ 1).

5.1 MISO

Figure 1: MISO system with R = 1.44 bps per hz, P = 5% and
T = 25 symbols.

The SNR, ρ0 in the fixed power scheme and ρmin in the
adaptive power scheme for a MISO system, with a target rate
of 1.44 bps, outage rate of 5% and coherence time of 25 sym-
bols, are plotted against M = 1, ..16 in Figure 1. It is clear
from Figure 1 that there is an optimal number of antennas
for which the transmit power is minimized given a coher-
ence time. As the number of antennas increases the gain
from the additional degrees of freedom is lost due to the ad-
ditional training time required. Another noteworthy fact is
that the optimal number of antennas depends on the scheme
of power transmission. The explanation for this is that the
average SNR in the adaptive power scheme (ρmin) increases
as M grows larger due to the channel hardening effect, while
ρ0 is still decreasing due to the gain from higher degrees of

freedom. While ρ0 takes its lowest value at M = 6, ρmin is
minimized at M = 2.

5.2 SIMO

Figure 2: SIMO system with R = 1.44 bps per hz, P = 5% and
T = 25 symbols.

We also consider a SIMO system with the same param-
eters as the MISO system. The SNR, ρ0 in the fixed power
scheme and ρmin in the adaptive power scheme are plotted
against the number of antennas in Figure 2. Here we can
see that the SNR is a monotonically decreasing function of
the number of antennas. However, here we ignore the com-
putational power required and there is no additional training
required for the receiving antennas, so this result is expected.
Thus, increasing the number of receive antennas always im-
proves the achievable rate thus decreasing ρ0 and ρmin.

5.3 MIMO

Figure 3: MIMO system with R = 5.76 bps per hz, P = 5%, M = N and
T = 25 symbols.

The transmit power ρ0 in fixed power scheme and ρmin in
adaptive power scheme for a MIMO system with a target rate
of 5.76 bps and outage probability of 5% is plotted against
the number of antennas (N =M) with T = 25 in Figure 3. We
see that as the number of antennas increases the gain from the
additional degrees of freedom and increased capacity is lost
due to the additional training time required. The power in
this case is minimized when M = N = 13.



Figure 4: MIMO system with R= 5.76 bps per hz, P = 5%, M = 8
and N = 4.

Figure 4 plots the transmit power as a function of the
coherence time for a MIMO system with M = 8 and N = 4
(target rate of 5.75 bps and outage of less than 5%). We
see that as the coherence time increases the transmit power
decreases as expected. The slope of the curve also decreases
as T increases.

5.4 Application
Let us consider a MIMO system operating between a single
BS and a user with a mobile terminal of four receiving an-
tennas. The long term evolution (LTE) standards specify the
symbol duration to be 66.7µs [7]. Let us consider a carrier
frequency of 3 Ghz. If we consider a highly mobile user with
a speed of 100kmph, the coherence time in symbols is about
55. Using equation (14), we find the optimal number of trans-
mit antennas and the training time for a data rate of 16bps per
hertz (LTE spectral efficiency can be up to 15 bps per hertz)
and outage probability of less than 1%. Using a linear search
on M and t, we get the optimal number of antennas to be
8 and the training time to be 8 symbols corresponding to a
minimum required SNR of 20 dB, while using 4 or 16 anten-
nas would cost over 22 dB. If we consider a user with low
mobility with a speed of about 10kmph, the coherence time
is 550. The optimal number of antennas in this case would
be 17 and the training time is 42 symbols. This corresponds
to a minimum required SNR of about 16 dB while using just
4 antennas would cost over 20 dB.

6. CONCLUSION

In this paper, we have studied the impact of mobility on
MISO, SIMO and MIMO systems. In order to have a
tractable expression of the outage for a MIMO system we
used recent results from the field of large random matrices.
Simulations show these results to be tight even for two trans-
mit and receive antennas. The quality of service is measured
through the outage probability for a target rate in all cases
and equations relating the outage probability to the transmit
power were found. As a result, we see that given a coherence
time, there is an optimal number of antennas for which the
power required to transmit at a certain rate with a target out-
age probability is minimal. Studying a typical LTE system,
we find that optimizing the number of antennas and training
time can reduce power consumption up to 60% and that us-

ing adaptive power control can further reduce the power by
60%. Possible extensions of this work include the case of
multi-user networks.
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