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Abstract—Recent advances in the technology of wireless
electronic devices have made possible to build ad-hoc Wireless
Sensor Networks (WSNs) using inexpensive nodes consisting
of low power processors, a modest amount of memory and
simple wireless transceivers. Over the last years, many novel
applications have been envisaged for distributed WSNs in
the area of monitoring, communication and control. One
of the key enabling and indispensable services in WSNs is
localization (i.e., positioning), given that the availability of
nodes’ location may represent the fundamental support for
various protocols (e.g., routing) and applications (e.g., habitat
monitoring). Furthermore, WSNs are now being increasingly
used for real-time applications having stringent Quality-of-
Service (QoS) requirements, such as timeliness and reliability.
Towards this end, Zigbee/IEEE 802.15.4 and the Cluster-Tree
model are considered among the most promising candidates.
Building from (i) our proposed Enhanced Steepest Descent
(ESD) algorithm to solve positioning of nodes in a fully
distributed fashion, (ii) the mechanism to evaluate at run-time
the site-specific parameters for the correct operation of the ESD
(i.e., RSSI-based ranging) and (iii) the recent availability of
Zigbee/IEEE 802.15.4 implementations over TinyOS, the main
output of this paper is to outline how a positioning service can
be fully integrated into a communication protocol stack.

Keywords-positioning service; communication protocol; Zig-
Bee/IEEE 802.15.4; system integration.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) have been emerging
as underlying infrastructures for new classes of large-scale
and dense networked embedded systems. While there has
been a plethora of scientific publications on WSNs, the
vast majority focuses on protocol design (e.g., medium
access control, routing, data aggregation) while only a scarce
number of papers report real(istic) applications [1]. This
might be due to the following facts: (i) WSN technology
is extremely expensive for large-scale systems and (ii) is
still very limited/unreliable, particularly in what concerns
communications; (iii) difficulty on finding “killer” applica-
tions with a good cost/benefit trade-off; (iv) unavailability
of standard, application-adequate, mature and commercially
available technology; (v) lack of complete and ready-to-
use system architectures, able to fulfill both functional and
non-functional requirements. Despite relevant work on WSN

architectures proposed so far (e.g., [2], [3]), none of them
fulfills all requirements for large-scale real-time monitoring.

Moreover, WSNs are required to possess self-organizing
capabilities, so that little or no human intervention for
network deployment and setup is required. A fundamental
component of self-organization is the ability of sensor nodes
to “sense” their location in space, i.e., determining where a
given node is physically located in a network [4].

In this work, we try to overcome the above limitations,
showing how our previously presented fully distributed
positioning service for WSNs [5] can be integrated into a
full network architecture, built upon the Zigbee Cluster-Tree
model [6] and IEEE 802.15.4 standard [7].

The remainder of this paper is as follows. Section II
outlines the Zigbee Cluster Tree network architecture. Sec-
tion III summarizes our proposed positioning service and
Section IV presents how it can be integrated into the archi-
tecture. Finally, Section V provides concluding remarks.

II. NETWORK ARCHITECTURE

To achieve efficiency, scalability and QoS in WSN-based
systems, a network architecture should have the following
common features: (i) being multi-tier; (ii) using a core IP-
based network for interconnecting heterogeneous elements
and (iii) the IEEE 802.15.4 protocol for short range com-
munications among sensor nodes. While the IP-based core
network and the IEEE 802.15.4 standard are natural choices,
thanks to their maturity, the use of a multi-tiered architecture,
although it offers the highest level of flexibility, raises a
number of challenges: (i) how many tiers and therefore
how many communication technologies must be chosen, and
(ii) what kind of nodes are the most appropriate for each tier
(in terms of hardware features and power supply type)?

By focusing on the WSN portion, the devised architecture
can be detailed as in Fig. 1. Tier–0 consists of simple wire-
less sensor nodes (SN), performing sensing tasks and deliv-
ering data to the devices at the upper tier in the hierarchy
using the IEEE 802.15.4 protocol. SNs are cheap enough to
be deployed in large quantities, therefore they usually have
very limited computational, memory and energy capabilities.
Multiple SNs are grouped to form a WSN Cluster at Tier–1
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Figure 1. WSN multi–tiered architecture.

in a star topology, where a Cluster Head (CH, or router) is
responsible for local management (e.g., synchronizing the
nodes in the cluster, informing nodes about current duty-
cycle, GTS slots, etc.), upstream/downstream routing and
some data aggregation. CHs may be slightly more power-
ful than ordinary sensor nodes, in terms of computational
capabilities and energy reserves. Multiple CHs are grouped
to form a WSN Patch at Tier–2, where a gateway (GW) is
present. GWs have the highest computational capabilities in
the WSN and play the role of sinks/roots for their WSN
Patch. GWs are equipped with a secondary transceiver,
which enables their access to the IP core network.

WSN Patches adopt a Cluster-Tree model, with the GW
as root and the SNs as leaves, and the synchronous beacon-
enabled version of the IEEE 802.15.4 standard, where GW
and CHs are the beacon emitter nodes. This has the advan-
tages of (i) easily support time synchronization, (ii) improve
the coordination to save energy (reduce retransmissions, put
the nodes in sleep and wake them up in a synchronous fash-
ion) and (iii) guarantee a given level of QoS, provided that
a mechanism such as the Time Division Cluster Scheduling
(TDCS) algorithm [8] is used to preserve the coordination
and avoid intra-cluster collisions. TDCS involves the defini-
tion of the StartTime value (IEEE 802.15.4), such that the
active portion of a cluster is scheduled during the inactive
period of all the others, that share the same collision domain.

Once clarified that intra-clusters collisions within a WSN
Patch are avoided using a time-division approach, it is worth-
while to state that a frequency-division approach is exploited
to minimize the collision probability among nodes belonging
to different WSN Patches. Similarly to [2], neighboring
WSN Patches communicate over distinct radio channels, and
channel re-use is allowed for any two patches distant enough
from each other.

Overall, these two mechanisms are the key factors to
improve the scalability of the network architecture.

III. POSITIONING SERVICE

In this section, the ESD algorithm is briefly introduced as
an enhancement of the well-known Steepest Descent (SD)
method. Then, we recall the method presented in [5], used
to enhance the accuracy of RSSI-based distance estimations.

A. Gradient-based Algorithms

Both SD and ESD are gradient descent methods [9]. This
means that the position of a node is computed through the
minimization of an appropriately defined error cost function.

The following notation will be used here: (i) bold symbols
denote vectors and matrices, (ii) (·)T denotes transpose
operation, (iii) ∇ (·) is the gradient operator, (iv) ‖·‖ is
the Euclidean distance and |·| the absolute value, (v) 6 (·, ·)
is the phase angle between two vectors, (vi) (·)−1 denotes
matrix inversion, (vii) ûj = [ûj,x, ûj,y, ûj,z]

T denotes the
estimated position of the mobile node {uj}NU

j=1, (viii) uj =

[uj,x, uj,y, uj,z]
T is the trial solution of the positioning algo-

rithm, (ix) ūi = [xi, yi, zi]
T is the position of the reference

node {ai}NA

i=1, and (x) d̂j,i denotes the estimated (via ranging
measurements) distance between reference node {ai}NA

i=1 and
blind node {uj}NU

j=1.
The position of a node uj is obtained by minimizing the

error cost function F (·) defined as follows:

F (uj) =

NA∑
i=1

(
d̂j,i − ‖uj − ūi‖

)2
(1)

such that ûj = arg min
uj

{F (uj)}. The minimization of such

a function can be done using a variety of numerical optimiza-
tion techniques, each one having its own advantages and
disadvantages in terms of accuracy, robustness, convergence
speed, complexity, and storage requirements [9].

1) Classical Steepest Descent: The classical Steepest
Descent is an iterative line search method that allows to find
the (local) minimum of the cost function in Equation (1) at
step k + 1 as follows [9, pp. 22, sec. 2.2]:

uj (k + 1) = uj (k) + αkp (k) (2)

where αk is a step length factor, which can be chosen as
described in [9, pp. 36, ch. 3] and p (k) = −∇F (u1 (k))
is the search direction of the algorithm.

When the optimization problem is non-linear, small values
of αk are preferred to reduce the oscillatory effect when the
algorithm approaches the solution.

2) Enhanced Steepest Descent: The SD method usually
provides a good accuracy in estimating the final solution.
However, it may require a large number of iterations, which
may result in an unacceptably slow convergence speed.
Then, the ESD has been proposed in order to improve such
speed. The basic idea is to continuously adjust the step
length value αk as a function of the current and previous
search directions p (k) and p (k − 1), respectively:
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
αk = αk−1 + γ if θk < θmin

αk = αk−1/δ if θk > θmax

αk = αk−1 otherwise

(3)

where θk = 6 (p (k) ,p (k − 1)), 0 < γ < 1 is a linear
increment factor, δ > 1 is a multiplicative decrement factor,
and θmin and θmax are two angular threshold values, that
control the step length update.

By using the four degrees of freedom γ, δ, θmin and θmax,
both the convergence rate and the oscillatory phenomenon
when approaching the final solution can be simultaneously
controlled, in a simple way and without appreciably increas-
ing the complexity of the original SD algorithm.

B. Ranging Model

The ESD goal is the minimization of the error cost as
defined in Equation (1). This assumes there is a way to
estimate the distances d̂j,i between pairs of nodes uj and
ai, i = 1, . . . , NA, j = 1, . . . , NU .

Usually, for low cost platforms the Received Signal
Strength (RSS)-based ranging method is preferred, since it
doesn’t require any extra hardware. However, this technique
assumes a model to convert a RSS measurement into a
distance, as e.g.:

d = 10[
RSS−A

10n ] (4)

where d denotes the transmitter-to-receiver distance, n is
the propagation path-loss exponent, A is the RSS reference
value, measured by a receiver located at a distance d0 = 1 m
from the transmitter, and RSS is the actual measured value.

In order to use the model, the values of the parameters
A and n must be chosen. However, they are strongly
environment-dependent, as clearly evidenced in Fig. 2,
where A and n are shown as continuously updated during a
conference event [5]. The big fluctuations suggest that using
any fixed and outdated estimate certainly yields less accurate
distances and, thus, final positions.

Hence, a new RSS-based anchor1-aided ranging method
has been proposed in [5]. It foresees that every anchor
node deployed in the area performs the following tasks:
(i) transmits a packet containing its own position data;
(ii) receives similar packets from other anchors in its radio
range; (iii) extracts the position data as well as the RSS from
the received packets, (iv) computes the Euclidean distance2;
(v) after having collected enough (RSS, distance) pairs,
estimates locally A and n via a linear least-square fitting
using Equation (5)3, and (vi) broadcasts these estimated
parameters to the blind node. As far as the blind node is

1An anchor node is a node, which knows, by definition, a-priori its
position, or is able to estimate it, with high accuracy.

2Remember that each anchor knows its own position, hence, this com-
putation gives a distance which is not affected by measurement errors.

3y = RSS, x = 10·log (d) and m = number of available measurements.
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Figure 2. Estimated propagation parameters in a dynamic environment
during a half-day conference [5].

concerned, it receives the (A, n) pairs from each anchor,
computes an average and uses them into Equation (4), to
estimate the distances. Finally, it runs the ESD algorithm to
compute its own position.

IV. INTEGRATION

In order to optimize the connectivity for Cluster-Tree-
based network models, it is often assumed to control the
deplyment of the CHs and the GWs. As a consequence, it is
straightforward to assume the local coordinators (i.e., CHs
and GWs) as anchors and SNs as blind nodes.

In the light of above, we are implementing on the CHs and
the GWs the described anchor-aided ranging mechanism.
Then, the network formation procedure is as follows. At
network setup, each GW starts by emitting its beacons using
a predefined IEEE 802.15.4 channel, and all other nodes
are scanning the medium, searching for such beacons. As
soon as some CHs receive GW’s beacons, they start the
association process, in accordance with the IEEE 802.15.4
protocol and acting as normal nodes. Once associated with
the parent, they start a negotiation procedure [8] to get an
appropriate StartTime value, defining a window where they
can transmit their own beacons, without interfering with
other CHs. Hence, this mechanism iteratively enables all
other nodes (SNs and other CHs) to join the network, upon
a successful association phase.

On top of the TinyOS official 802.15.4 MAC [10] a
Cluster-Tree model has been already implemented [11] as
an extension of [12]. In this approach, the beacon payloads
sent by every CH and GW are used to carry the positioning
data (setBeaconPayload), such as the node’s ID and its
coordinates, as well as the two locally computed parameters
A and n. As a matter of fact, since beacons are needed
for networking and communication purposes, using their
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xiyi
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yi

 (5)

payload as a conveyor of data greatly helps lowering the
energy costs: the overhead, that would be generated if the
same data were sent using specific IEEE 802.15.4 Data
frames, is simply avoided.

Finally, during the channel scan phase (MLME-Scan),
every SN is able to extract (i) from the beacon header
(parsePANDescriptor) the information needed to ac-
complish the IEEE 802.15.4 association with a parent, and
(ii) from the beacon payload (getBeaconPayload) the
positioning data needed to run the ESD algorithm, which
has already demonstrated good performance in terms of
accuracy, robustness, convergence speed, complexity, and
storage requirements [13].

V. CONCLUSION

Wireless Sensor Networks are now being increasingly
used for real-time embedded applications having stringent
Quality-of-Service requirements, in terms of timeliness and
reliability. Towards this end, Zigbee/IEEE 802.15.4 and the
Cluster-Tree WSN model are considered among the most
promising candidates. Moreover, one of the key enabling
and indispensable services in WSNs is localization, since
the availability of nodes’ location may represent the fun-
damental support for various protocols (e.g., routing) and
applications (e.g., habitat monitoring).

In this paper, building from (i) our proposed Enhanced
Steepest Descent algorithm to solve positioning of nodes in
a fully distributed fashion, (ii) the mechanism to evaluate at
run-time the site-specific parameters for the correct operation
of the ESD and (iii) the recent availability of Zigbee/IEEE
802.15.4 implementation over TinyOS, we outlined how a
fully distributed positioning service can be implemented into
a communication protocol stack, based on the Cluster-Tree
WSN model. In particular, we stressed the fact that the
peculiarities of the Cluster-Tree model (i.e., the presence
of the beacons and of their scheduling to avoid intra-
clusters collisions) can be exploited to implement an efficient
localization system, with a very limited protocol overhead.
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