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Abstract

In this work, we consider a two-tiered network, where a tier of cognitive small base stations is deployed inside the coverage area of a preexisting macro-cell. The cross-tier interference caused by a complete bandwidth sharing is managed by introducing a new orthogonal precoder based mechanism, implemented by the small base stations. This technique, called multi-user Vandermonde-subspace division multiplexing (MU-VFDM), allows to cancel the interference generated by several cognitive small base stations towards legacy macro cell receivers, without any cooperation between the two tiers. The achievable sum rate of the small-cell network, satisfying the interference cancelation requirement, is evaluated for perfect/imperfect channel state information at the transmitter (CSIT). Simulation results for MU-VFDM show a comparable performance to that of state-of-the-art dirty paper coding technique, for the case of a dense cellular layout. Finally, we propose a comparison between MU-VFDM and a standard spectrum partitioning strategy, and show promising gains in terms of achievable rate for the two-tiered network w.r.t. the traditional bandwidth management approach.
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I. INTRODUCTION

Recent academic and industry trends are pointing towards the adoption of a new two-tiered network planning, breaking away from the traditional cellular structure, to provide expected capacity increase for the future of wireless communications. In this novel paradigm, a second tier of densely deployed self-organizing small base stations (SBS) [1] is required to coexist with existing macro base station (MBS) infrastructure in a two-tiered network configuration.

Traditionally, coexistence in two-tiered networks can be achieved adopting three different approaches [2], [3]. Complete separation, where the MBS and SBSs operate on disjoint bands, avoiding cross-tier interference but decreasing the spectral efficiency. To enhance the spectral efficiency, partial sharing can be implemented. The two tiers share part of the total available band, and solutions for cross-tier interference management in the shared band need to be devised. The most attractive solution to maximize the spectral efficiency is represented by complete sharing, where the MBS and SBSs share the same band. Nevertheless, despite its notable features, this approach can easily bring unbearable amount of cross-tier interference from the SBSs to the MBS. Therefore, interference management techniques play a crucial role in such an approach and are fundamental for the coexistence of the two network tiers.

Solutions such as Interference Alignment [4] can be adopted to conceal the cross-tier interference at the receiver in a subset of the received signal space, but channel state information (CSI) and multiple dimensions at the transmitter and receiver are required. Joint beamforming [5] relies on CSI only at the transmitter, but can suffer from large power penalties depending on the number of involved MBSs/SBSs and the condition number of the resulting channel matrices. For non cooperative scenarios, cross-tier interference can then be managed through dynamic spectrum access (DSA). In this framework, SBSs can adopt strategies such as opportunistic interference alignment [6], spectrum shaping [7], cooperative frequency reuse [8], depending on the nature of the available left-over resources by the legacy tier.

In this contribution, we focus on the complete sharing approach and we propose a novel cognitive overlay [9] DSA technique for the SBSs, called multi-user VFDM (MU-VFDM). We aim at providing results for the upcoming network paradigms, thus we specifically target our efforts on the downlink of a future Long Term Evolution (LTE) [10] macro-cell, where an Orthogonal Frequency Division Multiple Access (OFDMA) MBS obliviously coexists with an
overlay cognitive SBS based network. MU-VFDM consists of cascaded linear precoder made up by an inner component designed to null the interference from the SBSs to the primary system, and an outer component to manage the interference in the second tier, modeled as a coordinated network Multiple Input Multiple Output (MIMO) system with infinite backhaul capacity. Therefore, both components of the precoder have beamforming tasks, whereas in standard two-steps signal processing at the transmitter the outer component typically has power loading purposes [11]. Remarkably, the availability of a perfect CSI at the transmitter is the only requirement to implement MU-VFDM, in contrast with the aforementioned state-of-the-art techniques that additionally need available left-over time, space or frequency resources. We show that, regardless of the considered number of SBSs, consistent sum-rate enhancements can be achieved w.r.t. to the legacy complete separation approach, for medium and high signal to noise ratio (SNR). Furthermore, the impact of imperfect CSI at the transmitter is evaluated providing important design insights.

This paper is organized as follows. In Sec. II, we introduce the general MBS/SBS model assumed throughout this paper. Then, we derive the precoders and briefly discuss their performance in Sec. III. In Sec. IV, we present some numerical results for our MBS/SBSs study case. Finally, conclusions and future research directions are discussed in Sec. V.

In this work, we adopt the mathematical notation as described in the following. A lower case italic symbol (e.g. \(b\)) denotes a scalar value, a lower case bold symbol (e.g. \(b\)) denotes a vector, an upper case bold symbol (e.g. \(B\)) denotes a matrix, \([B]_{m,n}\) denotes a matrix element at the \(m\)th row and the \(n\)th column. An \(I_N\) denotes the identity matrix of size \(N\). The transpose conjugate operator on a matrix is denoted by the \(H\) superscript (e.g. \(B^H\)), the transpose operator is denoted by the \(T\) (e.g. \(B^T\)) and the Moore-Penrose pseudoinverse matrix is denoted by \(\dagger\) (e.g. \(B^\dagger\)). The operator \(A \otimes B\) is used to represent the Kronecker product, while \(A \circ B\) is used for the Schur product. The special matrix \(0_{N,M}\) denotes the zero matrix of dimension \(N \times M\). The symbol \([\cdot]_K\) denotes the modulo–\(K\) operator, \(\ker[A]\) denotes the kernel of the matrix \(A\) and \(\text{tr}(A)\) its trace. All vectors are columns, unless otherwise stated.

## II. System Model

Consider the downlink scenario in Fig. 1, where all communications are assumed to be in Time Division Duplex (TDD) mode. An MBS and \(K\) SBSs, transmitting over the same frequency
band, are deployed in a given area.

The MBS serves $M$ single-antenna user equipments (MUEs). Cooperation between the SBSs is considered, yielding a full network MIMO transmission system model [12]. For simplicity, and without loss of generality, we assume that each SBS serves one single-antenna small-cell user equipment (SUE). Concerning the notation, subscript “m” refers to the MBS, while “s” refers to the SBSs, i.e., $h_{sm}^{(i,j)}$ (or $H_{sm}^{(i,j)}$) represents a link from SBS $i$ to MUE $j$. Conversely, $s[i]$ (or $H_{sm}^{[i,j]}$) denotes a vector/matrix related to the transmission from any SBS except $i$. All channel vectors $h_{ab}^{(\cdot,\cdot)} \in \mathcal{C}N(0, I_{L+1}/(L+1))$ represent the impulse response of independent and identically distributed (i.i.d.) frequency-selective Rayleigh fading channels composed of $L+1$ paths.

The MBS adopts an $M$-user OFDMA based transmission of block size $N + L$ and a cyclic prefix of size $L$. For simplicity, a uniform resource allocation of $N/M$ subcarriers per MUE is adopted, $\mathcal{N}_j$ being the set of subcarrier indexes assigned to MUE $j$ with $\bigcup_{j=1}^{M} \mathcal{N}_j = \{1, \ldots, N\}$ and $\bigcap_{j=1}^{M} \mathcal{N}_j = \emptyset$. As a consequence, each MUE selects its own set of subcarriers by means of a mask receiver filter $B_j$, such that $\text{tr}(B_j) = N/M$ and $\sum_{j=0}^{M} B_j = I_N$, with $[B_j]_{(n,n)} = 1$ when the subcarrier $n$ is allocated to MUE $j$ and zero otherwise. Let $F \in \mathbb{C}^{N \times N}$ be a unitary DFT matrix with $[F]_{(k+1,l+1)} = \frac{1}{\sqrt{N}} e^{-i 2 \pi \frac{kl}{N}}$ for $k, l = \{0, \ldots, N-1\}$ and $A$ a $(N + L) \times N$ cyclic prefix insertion matrix given by

$$A = \begin{bmatrix}
0_{L,N-L} & I_L \\
I_N &
\end{bmatrix}.$$

The channel matrix representing the link from the MBS to the $j^{th}$ MUE, after the cyclic prefix removal operation, is defined as $\mathcal{T}(h_{nm}^{(1,j)}) \in \mathbb{C}^{N \times (N+L)}$ and constructed from the $h_{nm}^{(\cdot,\cdot)}$ channel coefficients. In particular, the resulting Toeplitz matrix structure is given by

$$\mathcal{T}(h_{ab}^{(\cdot,\cdot)}) = \begin{bmatrix}
h_{ab}^{(\cdot,\cdot)}(L) & \cdots & h_{ab}^{(\cdot,\cdot)}(0) & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots & \ddots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & h_{ab}^{(\cdot,\cdot)}(L) & \cdots & h_{ab}^{(\cdot,\cdot)}(0)
\end{bmatrix}.$$
By summing up all the contributions of the MUEs, the equivalent channel matrix of the MBS is

\[ \mathbf{H}_{mm} = \sum_{j=1}^{M} B_j \mathbf{F} \mathcal{T}(\mathbf{h}_{mm}^{(1,j)}) \mathbf{AF}^{-1}. \]  

(1)

The overall interference channel from the SBSs to the MUEs is defined similarly to what is done for \( \mathbf{H}_{mm} \). The equivalent channel for each of the SBSs is constructed as

\[ \mathbf{H}_{sm} = \left[ \mathbf{H}_{sm}^{(1,\cdot)}, \ldots, \mathbf{H}_{sm}^{(K,\cdot)} \right], \quad (2) \]

thus the overall equivalent representation for each SBS is

\[ \mathbf{H}_{sm}^{(i,\cdot)} = \sum_{j=1}^{M} B_j \mathbf{F} \mathcal{T}(\mathbf{h}_{sm}^{(i,j)}). \]  

(3)

Concerning the second tier, the SBSs adopt a block-transmission scheme that will be detailed in Sec. III-A. SUEs are not different from MUEs with respect to their reception chains, being distinguished merely by their association point (MBS or SBS). Therefore, like the MUEs, the SUEs discard the leading \( L \) symbols and perform discrete Fourier transform (DFT) at the reception. Let \( \mathbf{H}_{ss}^{(i,j)} = \mathcal{T}(\mathbf{h}_{ss}^{(i,j)}) \in \mathbb{C}^{N \times (N+L)} \) be the Toeplitz matrix representing the channel from the SBS \( i \) to the SUE \( j \). Then, by defining

\[ \tilde{\mathbf{H}}_{ss} = \begin{bmatrix} \mathbf{H}_{ss}^{(1,1)} & \cdots & \mathbf{H}_{ss}^{(1,K)} \\ \mathbf{H}_{ss}^{(2,1)} & \cdots & \mathbf{H}_{ss}^{(2,K)} \\ \vdots & \ddots & \vdots \\ \mathbf{H}_{ss}^{(K,1)} & \cdots & \mathbf{H}_{ss}^{(K,K)} \end{bmatrix}, \quad (4) \]

we can write the overall equivalent channel as

\[ \mathbf{H}_{ss} = (\mathbf{I}_K \otimes \mathbf{F}) \tilde{\mathbf{H}}_{ss}. \]  

(5)

We can follow the same approach to model the interfering link from the MBS to the SUEs. By aggregating all the channel matrices, we define

\[ \tilde{\mathbf{H}}_{ms} = \begin{bmatrix} \mathbf{H}_{ms}^{(1,1)} \\ \mathbf{H}_{ms}^{(1,2)} \\ \vdots \\ \mathbf{H}_{ms}^{(1,K)} \end{bmatrix}, \quad (6) \]
where $H_{ms}^{(1,j)} = \mathcal{T}(h_{ms}^{(1,j)})\mathbf{A}\mathbf{F}^{-1} \in \mathbb{C}^{N \times N}, j \in [1, K]$. Consequently, the overall equivalent channel reads

$$H_{ms} = (\mathbf{I}_K \otimes \mathbf{F})\tilde{H}_{ms}. \quad (7)$$

Let $y_m^{(j)}, y_s^{(j)}$ be the received $N$-sized vector at the $j^{th}$ MUE/SUE, respectively. As a consequence, $y_m = \sum_{j=1}^{M} y_m^{(j)}$ is the overall received vector at the MUEs of size $N$, and $y_s \triangleq [y_s^{(1)\top}, \ldots, y_s^{(K)\top}]\top$ is the overall received vector at the SUEs of size $N \times K$, obtained by aggregating each SUE’s received component. Furthermore, we define $s_m$ as the MBS input vector of size $N$, composed of $M$ individual zero mean, unit norm symbol vectors $s_m^{(j)}, j \in [1, M]$, and $x_s \triangleq [x_s^{(1)\top}, \ldots, x_s^{(M)\top}]\top$ as the overall SBS transmit vector, detailed later for clarity. The resulting signal model is then

$$y_m = H_{mm}s_m + H_{sm}x_s + F_{n^m} \quad (8)$$

$$y_s = H_{ss}x_s + H_{ms}s_m + (\mathbf{I}_K \otimes \mathbf{F})n_s.$$  

Note that, in (8), $n_m \sim \mathcal{CN}(0, \sigma^2\mathbf{I}_N)$ and $n_s = [n_s^{(1)\top}, \ldots, n_s^{(K)\top}]\top \sim \mathcal{CN}(0, \sigma^2\mathbf{I}_{KN})$ are additive white gaussian noise (AWGN) vectors.

### III. Precoder Design

According to the cognitive overlay paradigm [13], the secondary system must protect the primary network from the interference caused by the opportunistic transmission. By looking at (8), we see that this implies

$$H_{sm}x_s = 0. \quad (9)$$

The transmitted message by the MBS to the MUEs is not known in the secondary system, thus dirty paper coding (DPC) [14] based algorithms to cancel the cross-tier interference can not be implemented. No information about time, space or frequency left-over resources by the primary system is available at the SBSs and, in particular, each MUE has only one available spatial dimension. Therefore, traditional techniques to design an interference-free transmission [4]-[8] can not be implemented in the considered scenario.

One of the features of cognitive radio networks [9], is the flexibility of the adopted physical and network layer strategies, such that the secondary system can easily respond to any change in the primary system. As a consequence, in this context, implementable DSA techniques through conventional digital signal processing at the transmitter are attractive solutions. To this purpose,
we focus our attention on linear approaches to cancel the interference from the SBSs to the MUEs.

Let $s$ be the aggregated SBSs’ input vector, such that the SBSs’ aggregated transmit vector $x_s = Es_s$ becomes its linearly precoded version through $E$. Then (9) can be rewritten as

$$H_{sm} E = 0,$$

(10)

with $E$ and $s$ detailed later for clarity. If we assume that each SBS may independently precode its input vector to cancel the interference towards the MUEs, resulting both in a simpler architecture and in a lower backhaul signaling, we can express $E$ as the direct sum [15] of $K$ precoders

$$E = \bigoplus_{i=1}^{K} E_i,$$

(11)

where $E_i$ is the precoder at the $i^{th}$ SBS. It is straightforward to see when the following holds

$$H_{sm}^{(i,:)} E_i = 0, \quad \forall i \in [1,K],$$

(12)

(10) is always satisfied, if perfect CSI at the transmitter (CSIT) is available at the SBSs. As a consequence, we can focus on the $i^{th}$ SBS to devise $E_i$ and then apply (11) to find the desired overall precoder. We remark that, in this section, we assume perfect CSIT related to the interfering links from the SBSs towards the MUEs. In the second part of the work, the impact of an imperfect CSIT will be analyzed.

A. Single SBS/SUE Precoder Design

Consider the fictitious scenario illustrated in Fig. 2 given by the $i^{th}$ SBS and its SUE $j$, that is, $K = 1$. In [16], we proposed a linear precoder to solve the interference cancelation problem in a similar scenario, where the SBS deals with a primary OFDM downlink. A roots-based algorithm called VFDM was derived, starting from the polynomial representation of the interference channel. Unfortunately, unlike in [16], the considered SBS deals with a multi-user OFDMA downlink. Due to the multiple interfering links from the SBS to the MUEs, no polynomial representation of the equivalent channel is possible, and the Vandermonde-subspace based result is not directly applicable to our case. Therefore, in the following, we extend the applicability of the aforementioned technique to the current scenario.

By looking at (12), we note that, if this precoder exists, then it must lie within the kernel of $H_{sm}^{(i,:)}$. Now let $H_{sm}^{(i,:)} = LQ$ be the LQ decomposition of the equivalent channel matrix.
representing the interfering link between the $i^{th}$ SBS and the MUEs, where $L \in \mathbb{C}^{N \times (N+L)}$ is a lower triangular matrix and $Q \in \mathbb{C}^{(N+L) \times (N+L)}$ is a unitary matrix given by

$$Q \triangleq \begin{bmatrix} q_1 & q_2 & \cdots & q_{N+L} \end{bmatrix}. \quad (13)$$

By construction, $\text{rank} \left( H^{(i,\cdot)}_{\text{sm}} \right) = N$, hence we know that the last $L$ orthonormal columns of $Q^H$ lie within $\ker(H^{(i,\cdot)}_{\text{sm}})$. Thereupon, if we define

$$E_i \triangleq \begin{bmatrix} q_{N+1} & \cdots & q_{(N+L)-1} & q_{N+L} \end{bmatrix}, \quad (14)$$

we have an orthogonal precoder that fulfills (12). We first focus on the MBS. If we plug $E_i$ in (8), we obtain

$$y_m = H_{\text{mm}} s_m + \nu_m, \quad (15)$$

where $\nu_m \sim \mathcal{CN}(0, \sigma_n^2 I_N)$ is the DFT of the AWGN vector $n_m$, having the same size and statistic.

Concerning the secondary link, we can write $y_s^{(j)}$ as

$$y_s^{(j)} = H_{ss}^{(i,j)} E_i s_s^{(i)} + H_{ms}^{(i,j)} s_m + \nu_s^{(j)}, \quad (16)$$

where $E_i \in \mathbb{C}^{(N+L) \times L}$ is the desired linear precoder, $H_{ss}^{(i,j)} = F^T(h_{ss}^{(i,j)}) \in \mathbb{C}^{N \times (N+L)}$ is the matrix representing the link from the considered SBS to its SUE, $s_s^{(i)}$ is the individual zero mean, unit norm $L$-sized $i^{th}$ SBS’ input symbol vector and $\nu_s^{(j)} \sim \mathcal{CN}(0, \sigma_n^2 I_N)$ is the DFT of $n_s^{(j)}$. By looking at (16), it is important to point out that each SBS has an implicit upper bound on the number of input symbols that can be precoded, i.e. $L$, to guarantee a not harmful transmission w.r.t. the MUEs. This, together with the perfect CSIT assumption, is the cost of the interference cancelation constraint induced by the overlay cognitive approach. Nonetheless, we note that, unlike other interference management schemes that exploit the spatial degrees of freedom by the use of multiple antennas, i.e. zero forcing (ZF) or IA, the proposed technique requires only one antenna per SBS. In fact, the interference towards the primary system is canceled by adopting a precoder $E_i$ that opportunistically exploits the redundancy introduced by the MBS to combat inter symbol (ISI) and inter block interference (IBI), e.g. the cyclic prefix. In the following, we start from these findings to analyze the multi SBS/SUE scenario described in Sec. II.
B. Multi SBS/SUE VFDM Precoder Design

As seen in Sec. III-A, the SBSs disjointly design the precoders $E_i \forall i \in [1, K]$, such that the overall precoder $E$ as shown in (11) successfully satisfies (9). Taking $E$ into consideration, we can rewrite the signal model in (8) as

$$y_m = H_{mm}s_m + Fn_m$$

$$y_s = H_{ss}s_s + H_{ms}s_m + \nu_s,$$

where $E \in \mathbb{C}^{K(N+L) \times KL}$ is the overall precoder and $s_s$ is the $KL$-sized aggregated zero mean, unit norm SBS transmitted symbol vector. At this stage, it is also clear by looking at (8), that $x_s$, overall transmit vector at the SBSs, whose characteristics were previously omitted, is composed of $K(N+L)$-sized transmit vector $x_s^{(i)} = E_is_s^{(i)}$, thus can only have size can only have size $M(N+L)$.

We focus on the second tier and, for clarity, we simplify the notation by introducing

$$\overline{H}_{ss} = H_{ss}E.$$  

(18)

The structure of the received signal is the same for any SUE, hence we can rewrite (16) for MU-VFDM as

$$y_s^{(j)} = \overline{H}_{ss}^{(i,j)}s_s^{(i)} + \overline{H}_{ss}^{([i,j]}s_s^{[i]} + H_{ms}^{(1,j)}s_m + \nu_s^{(j)},$$

(19)

in which, we identify a useful component, two interfering terms and the thermal noise. In (19), $\overline{H}_{ss}^{[i,j]}s_s^{[i]}$ represents the multiuser interference experienced by each SUE. Therefore, the performance of the SBSs hinges on $K$ and can be strongly interference limited. Note that, the absence of cooperation between the two tiers implies that the MBS’ interference on the SUEs is always present. Consequently, in this scenario each SUE deals with a stronger interference if compared to the single SBS case in Sec. III-A. To address this issue, we assume that the SBSs may cooperate, realizing a coordinated network MIMO system, to mitigate the multi-user interference. The SBSs can be therefore modeled as a MIMO-BC, whose capacity is given by DPC [17] whose its implementation is, in the best case, very challenging. Because of its complexity, many suboptimal but linear strategies have been introduced lately. In the following section we discuss the advantages and disadvantages of several of these linear transmit schemes when applied to our scenario. We aim at identifying a suitable linear technique to exploit the
cooperation between the SBSs, achieving the highest sum-rate values, when compared to the maximum achievable sum-rate using DPC.

C. Practical Transmit Schemes

In (17), we focus on the SBSs’ transmission by isolating the term $\mathbf{H}_{ss}$ of dimension $KN \times KL$, as defined in (18). Note that, in any block transmission system, the transmitter tries to minimize the added redundancy $L$ to the block of $N$ useful symbol, for matters of efficiency. In particular, it is always verified that $\frac{L}{N} < 1$. Therefore, in MU-VFDM, each transmitter faces a dimensionality constraint to cancel the interference towards the MBS. This implies that a direct application of techniques such as zero force beamforming (ZFBF) [18] or block diagonalization (BD) [19] is not possible, since both require that the transmit dimensions be bigger or equal than the receiver dimensions. Regularized inverse beamforming (RIBF) [20] is applicable, but it achieves poor performance at high SNR, due to the aforementioned dimensionality issue ($N > L$ received symbols) that yields a very poor condition number to the equivalent channel representation built upon Toeplitz matrices. Matched Filter (MF) precoding [21] performs similarly, being largely suboptimal at high SNR. It is known from [22], and for the multiple beams case from [23], that opportunistic random beamforming (ORBF) based techniques are able to yield the optimal capacity scaling of $M \log \log K$ in dense networks with a large number of receivers. Unfortunately, in our scenario the ratio $\frac{N}{L}$ is such that we can not achieve good performance using these techniques. In general, most of the results in the literature regarding linear precoding techniques under given optimization criteria assume only one antenna/symbol at the receiver. For this reason, a direct extension of these techniques is not possible.

In general, algorithms like successive MMSE precoding (SMMSE) [24] and iterative regularized block diagonalization (IRBD) [25] deal with multiple symbols/antennas at each receiver. The higher diversity gain they provide is due to the suppression of the interference only between the symbols received by two different receivers. These algorithms perform better than other techniques that rely on the single antenna/symbol assumption, but on the other hand they require a joint receiver decoding with a consequent increase in the complexity of the receivers’ architecture.

Simpler solutions, implemented to deal with an arbitrary number of dimensions at each receiver, are user/antenna selection based algorithms. It is known that by scheduling only a subset of antennas or eigenmodes [19] to be served using a classical ZFBF, the achievable sum-
rate is asymptotically optimal [26]. In spite of this, the condition for the asymptotic optimality is never met in a MU-VFDM system, thus neither an exhaustive search of the optimal subset nor a faster and suboptimal greedy selection algorithm [27] can achieve good results.

Looking at the schemes presented thus far, we note that the inherent dimensionality constraint limits the performance of the second tier, in terms of both achievable sum-rate and complexity of the SBSs/SUEs. Starting from this consideration, we propose a low complexity solution to overcome the dimensionality constraint and manage multi-user interference in the following section.

\subsection{D. RIBF Flexible Network Solution}

As stated previously, a strategy to overcome the dimensionality constraint inherent to MU-VFDM needs to be found, without reducing the number of considered dimensions at the receivers. We introduce the load rate $\beta$ as the ratio between the number of dimensions at the transmitter and the ones at the receiver

$$\beta = \frac{\psi_{tx}}{\psi_{rx}}. \quad (20)$$

In our specific case, we let $\psi_{tx} = \gamma_{tx} L$ and $\psi_{rx} = \gamma_{rx} N$, where $L$ and $N$ are fixed due to the OFDMA symbol structure. $\gamma_{tx}$ and $\gamma_{rx}$ are two parameters related respectively to the transmitter and receiver, depending on the chosen SBS layout or SBS/SUE architecture, hence, to the dimensionality of the system. As a consequence, by changing the number of dimensions at the SBSs/SUEs, we effectively change the number of available channels for the transmission. For instance, when $\gamma_{tx} = 1$ and $\gamma_{rx} \to \infty$, we consider a greater number of SUEs (or SUEs’ antennas) from which the best ones to serve are selected, and this represents the condition under which ORBF is optimal. Conversely, if $\gamma_{rx}$ is kept constant ($\gamma_{rx} = 1$ for simplicity) and we let $\gamma_{tx}$ increase, the SBSs can exploit the available dimensions per SUE to achieve a higher diversity, thanks to the greater number of considered channels. Another interesting configuration is given by $\gamma_{tx} = N$ and $\gamma_{rx} = L$, that is a network where the number of dimensions at SBS/SUE coincides, i.e., RIBF becomes efficient in terms of degrees of freedom exploitation.

In this way, $L$ and $N$ fixed, the system designer can tune $\gamma_{tx}$ and $\gamma_{rx}$ to capitalize on the flexibility of the model through the addition of more antennas at each SBS/SUE, or alternatively by increasing the SBS’ density. In our scenario, to overcome the dimensionality constraint, we
need to add more dimensions at the transmitter until the following holds

\[ \gamma_{tx} L \geq \gamma_{rx} N. \]  

(21)

Then, without loss of generality, let \( \gamma_{tx} = 1 \) and \( \gamma_{tx} \) increase. In particular, we note that this preserves the legacy number of antennas per SUE, i.e., 1, and their disjoint decoding strategy. Due to the large number of SBSs (or antennas per SBS), we consider a uniform power allocation strategy to reduce the computational burden for the SBSs. We remark that, thanks to the \( \gamma_{tx} \) and \( \gamma_{tx} \) tuning, the second tier is characterized by a greater number of channels. As a consequence, in the new setup, \( s_s \) is a \( \gamma_{tx} KL \)-sized vector, \( E \in \mathbb{C}^{\gamma_{tx}K(N+L) \times \gamma_{tx}KL} \) and \( \overline{H}_{ss} \in \mathbb{C}^{KN \times \gamma_{tx}KL} \). At this stage, we focus on the choice of an appropriate linear transmit scheme. As noted in Sec. III-C, the difference in terms of sum-rate between the considered techniques is reasonably small, especially if we restrict our attention to low complexity one step solutions. We focus on the three main techniques based on a one step linear processing at the transmitter: ZF, MF and RIBF. It is known [28] that a MF approach is optimal for low SNR, while ZF is asymptotically optimal at high SNR. RIBF exhibits interesting features for low SNR, providing comparable performance to MF and, on the other hand, behaves asymptotically as ZF for high SNR. Consequently, RIBF is the natural choice if we want to guarantee good performance at any SNR and we let

\[ \Phi = \overline{H}_{ss}^H \left( \frac{\sigma_n^2}{P_s} I_K + \overline{H}_{ss} \overline{H}_{ss}^H \right)^{-1} \]  

(22)

be the joint RIBF precoder, \( \Phi \in \mathbb{C}^{\gamma_{tx}KL \times KN} \). Then, if we let \( u_s \in \mathbb{C}^{KN \times 1} \) be a new aggregated SBSs' input symbol vector, such that \( s_s = \Phi u_s \), we can rewrite the signal model in (17) as follows

\[
\begin{align*}
    y_m &= H_{mm}s_m + F_n_m \\
    y_s &= H_{ss}Wu_s + H_{ms}x_m + \nu_s,
\end{align*}
\]

where

\[
W = \frac{E\Phi}{\sqrt{\text{tr}(E\Phi\Phi^HE^H)}} \in \mathbb{C}^{\gamma_{tx}K(N+L) \times KN}
\]

(24)

is the overall normalized MU-VFDM precoder, such that \( \text{tr}(W^HW) = 1 \). Once the condition in (21) is fulfilled, a two-stage signal processing at the SBSs can be performed with a cascade of two precoders. The SBSs cooperate to perform an outer precoding \( \Phi \) to implement RIBF towards the SUEs. Conversely, the inner precoder \( E \) is created with no cooperation between
SBSs, as seen in Sec. III-A, to decrease the required signaling burden. This comes in contrast to what is typically done in a two stage signal processing at the transmitter (e.g. [11]), where the outer stage has solely power optimization and allocation purposes. Furthermore, we emphasize that, the cascaded precoder structure is intrinsically different from that of our previous works in [16], even for the \( K, M = 1 \) case. In fact, the use of an outer linear precoding scheme, while preserving the interference cancelation condition towards the MBS system, substantially changes the dimensionality of the system.

IV. Numerical Analysis

In this section, we present a numerical performance analysis of the proposed technique. Please note that, according to Sec. II and III, the matrices \( \mathbf{H}_{sm} \) and \( \mathbf{E} \) are not composed of i.i.d. random entries, but are strongly structured. No closed form of the eigenvalue/eigenvector distribution is available, and a purely theoretical performance analysis can not be carried out. Consequently, we proceed by means of Monte Carlo based simulations of the considered downlink scenario, comprised of an OFDMA/LTE MBS in the macro cell with \( M = 4 \) MUEs, and an MU-VFDM based small cell system. For simplicity, we consider the least resource-demanding extended mode proposed by the standard [10], and characterized by \( N = 128 \) subcarriers, a cyclic prefix of length \( L = 32 \), for a total bandwidth of 1.92 MHz. Noise and channel vectors are generated as described in Sec. II. First we assume that a perfect CSI is available at the SBSs, afterwards we admit for the presence of noisy channel estimation yielding imperfect CSIT. Note that, if not stated otherwise in the text, we do not consider any interference from the MBS to the SUEs to isolate the effect of the MU-VFDM precoder on second tier’s performance. In particular, this assumption is crucial to evaluate the effect of the imperfect channel estimation at the SBSs on the performance of the cascaded precoder designed in Sec. III.

A. Multi-User VFDM

Consider a small cell system composed by \( K = 3 \) SBSs/SUEs. It is well known that the maximum ergodic sum-rate of a MIMO-BC, \( C_{\text{SUM}} \), is achievable by DPC [17]. Now, let \( B \) be the considered bandwidth and \( P_s = P_m \) be the power per transmit symbol at each SBS and at the MBS respectively. We can compute \( C_{\text{SUM}}^{\text{DPC}} \) for uniform power allocation as follows [28]

\[
C_{\text{SUM}}^{\text{DPC}} = \frac{B}{N + L} \mathbb{E} \left[ \log_2 \left| \mathbf{I}_{KN} + \left( \frac{N + L}{\sigma^2 L \gamma_{tx}} \right) P_s \mathbf{H}_{ss} \mathbf{H}_{ss}^H \right| \right].
\]  

(25)
In Fig. 3, the behavior of the upper bound $C^\text{SUM}_{\text{DPC}}$ is shown and compared to the achievable ergodic sum-rate $C^\text{SUM}$ for several linear precoding strategies, for SNR $\in [0, 35]$. In addition to the techniques described in Sec. III-C, we tested other solutions such as, the SVH algorithm [29] with 20 iterations, the ISSMSE (an iterative version of the SMMSE algorithm inspired by [25]) with 40 iterations and, finally, the semi-orthogonal user selection ZFBF (SUS-ZFBF) algorithm proposed in [26]. The behavior of the considered linear precoding schemes shows a big rate offset when compared to the upper bound represented by DPC, and this confirms what has been discussed in Sec. III-C.

To compute the sum-rate of the small cell system implementing RIBF, $C^\text{SUM}_{\text{RIBF}}$, we need to evaluate the signal to interference plus noise ratio (SINR) for any of the $K N$ received symbols at each SUE. Let $\Phi = [\phi^{(1)}, \ldots, \phi^{(K N)}]$. Let $\mathbf{h}_{ss}^{(j)} = [\mathbf{H}_{ss,j1}, \ldots, \mathbf{H}_{ss,j\gamma_{L} K L}]^T$ denote the $j^{th}$ row of $\mathbf{H}_{ss}$, then we can write

$$\text{SINR}_{(s),j} = \frac{|\mathbf{h}_{ss}^{(j)} \phi^{(j)}|^2}{\sum_{i \neq j} |\mathbf{h}_{ss}^{(j)} \phi^{(i)}|^2 + \frac{\text{tr}(\mathbf{W W}^H)\sigma_n^2}{P_s K (N+L)}} \quad \forall j \in [1, K N]$$

(26)

where we recall that the dimension of $\mathbf{H}_{ss}$ depends strictly on the value assumed by $\beta$. Then, it is straightforward to see that for a $K-$SBS system the achievable sum-rate, when perfect CSIT is available, is given by

$$C^\text{SUM}_{\text{RIBF}} = \frac{B}{N + L} \sum_{j=1}^{K N} \log_2(1 + \text{SINR}_{(s),j}).$$

(27)

In Fig. 4 we illustrate a comparison between $C^\text{SUM}_{\text{RIBF}}$ and $C^\text{SUM}_{\text{DPC}}$, for a load rate of $\beta = 3$, confirming that the proposed technique has comparable performance to state-of-the-art solutions. We remark that, the complexity of the linear precoding techniques outperforming RIBF in Fig. 3 prevents their implementability for $\beta > \frac{L}{N}$. This consideration further motivates the proposed solution for the multi-user VFDM dense network deployment. Due to the inherent simplicity of the proposed solution, the SBSs’ performance can be made arbitrarily close to the upper bound, by increasing the number of dimensions at the transmit side.

Finally, in Fig. 5 we show how the sum-rate increases with the number of SBSs. Moreover, thanks to the precoder $\mathbf{E}$, the SBSs protect the MUEs from interference, effectively increasing the spectral efficiency and the capacity per area. Consequently, the coexistence in the two-tiered network can be effectively realized yielding significant gains.
B. Imperfect CSIT

In Sec. III, we showed that when a perfect CSIT is available at the SBSs, an interference nulling precoder $E$ can be designed. However, in a realistic implementation, each transmitter in the system performs noisy channel estimations, yielding an imperfect CSIT. Therefore, in this section, we seek for a deeper understanding of the impact of the CSIT acquisition on the overall network performance. We recall that in Sec. II we assumed an infinite backhaul capacity. This allows us to target our efforts on the analysis of the effect of a noisy channel estimation onto the performance of the two-tiered network. The study of the achievable performance for a two-tiered network operating under limited backhaul capacity, and the impact of the quantization of the CSI, will be subject of a future work. The design of a suitable channel estimation procedure is out of the scope of this work as well, thus, for simplicity, we assume a classic training/transmission scheme as in [30].

Consider a block fading channel model where a channel estimation is valid throughout the duration of the coherence time $T$. The channel estimations are performed during a period $\tau \leq T$, hence the available time for transmission is upper bounded by $T - \tau$. During the training phase the devices broadcast orthonormal sequences of known pilot symbols of equal power. Each channel observation can be expressed as

$$r = \sqrt{\rho \tau} h + n,$$

where $h$ is the channel vector, $\rho$ is the SNR at the receiver and $n \sim \mathcal{C}\mathcal{N}(0, \sigma_n^2 I_{L+1})$ models the effects of the thermal noise at the devices’ antennas. Each device computes the minimum mean-square error (MMSE) estimate of $h$, by evaluating the observation $r$. Then $h$ is decomposed into two components, i.e., an estimate $\hat{h}$ and an independent error $\tilde{h}$, that is

$$h = \hat{h} + \tilde{h}.$$ 

Without the perfect CSI assumption at the SBSs, the zero interference constraint in (9) can no longer be satisfied, thus the SBSs may generate interference towards the MUEs. If we denote the $j^{th}$ row of $H_{mn}$ as $h_{mn}^{(j)} = [H_{mn}]_{j1}, \ldots, [H_{mn}]_{jN}]^T$, and the $j^{th}$ row of $H_{sm}$ as $h_{sm}^{(j)} = [H_{sm}]_{j1}, \ldots, [H_{sm}]_{j\gamma_1, K_L}]^T$, then the SINR per received symbol at the MUEs reads

$$\text{SINR}_{(m),j} = \frac{P_m K |h_{mn}^{(j)}|^2}{\sum_{i=1}^{K N} |h_{sm}^{(j)} \phi_{(i)}|^2 + \sigma_n^2}, \forall j \in [1, N].$$

(28)
For the SUEs, an imperfect CSI at the SBSs has an impact on the design of $W$, worsening the SINR per received symbol, due to channel estimation effects and increased multi-user interference component. Thereupon, (26) does not hold for this case and each SUE experiences an effective SINR value [30] per received symbol as given by

$$\text{SINR}_{(s),j} = \frac{\left(\frac{|\hat{h}_{ss}(j)^{2}}{\sum_{i \neq j}|h_{ss}(i)^{2} + \frac{\text{tr}(WW^{H})\sigma_{n}^{2}}{P_{sk}(N+L)}}\right)^{2}}{1 + (1 + \tau)\frac{|\hat{h}_{ss}(j)^{2}}{\sum_{i \neq j}|h_{ss}(i)^{2} + \frac{\text{tr}(WW^{H})\sigma_{n}^{2}}{P_{sk}(N+L)}}}}, \forall j \in [1, KN],$$

where we assume that the same transmit power is used for training and data symbols. Then, the sum-rate of the MBS and SBSs respectively is

$$C_{m}^\text{SUM, I} = \frac{T - \tau}{T(N + L)} \sum_{j=1}^{N} \log_{2}(1 + \text{SINR}_{\text{eff}}^{\text{m}}(m), j)$$

$$C_{s}^\text{SUM, I} = \frac{T - \tau}{T(N + L)} \sum_{j=1}^{KN} \log_{2}(1 + \text{SINR}_{\text{eff}}^{\text{s}}(s), j).$$

To reduce Monte Carlo simulation times, we consider $N = 24$ active subcarriers, cyclic prefix length of $L = 6$ and a load rate of $\beta = 1$. In Fig. 6, the ratio between the rate obtained with imperfect CSIT and the rate obtained with perfect CSIT is computed for the MBS system as different $\tau/T$ proportions are chosen for SNR $\in \{0, 10, 20\}$ dB. The optimal $\tau$ shows a dependency on the SNR and, in particular, an optimal value can be identified in the very low SNR regime, i.e., $\tau = 0.16T$. On the other hand, for medium and high SNRs the best performance is obtained for the minimum value given the considered parameters, i.e., $\tau = 0.08T$. We note that, the sum-rate scales linearly with the pre-log factor in this regime. Interestingly, the performance for different SNR values is very similar. Furthermore, by comparing the rate loss for SNR $\in \{10, 20\}$ dB we clearly see an almost constant behavior independent from the considered SNR.

In Fig. 7, the ratio between the rate obtained with imperfect CSIT and the rate obtained with perfect CSIT for the SBSs is computed for the same SNR range and $\beta$ value. Differently from what we have seen for the MBS, for the SBSs system a bigger training time results always in a power gain, thus optimal values for $\tau$ can be identified for any SNR regime. We note that, if compared to the loss experienced by the macro cell, a worse CSIT affects mainly the sum-rate of the small cells that can be penalized especially at very low SNR.
To conclude the analysis on the impact of the imperfect CSIT on the performance of the two-tiered network, we test how MU-VFDM can perform consistently as the transmit dimensions increase. We assume a constant $\text{SNR}= 10 \text{ dB}$. To increase the transmit dimensions in the second tier we can either install more antenna on each SBS, i.e., $\beta$ increases, or deploy more SBSs, i.e., $K$ increases. Therefore, we let the load rate $\beta \in \{1, 1.5, 2\}$ in Fig. 8, and the number of SBSs $K \in \{2, 3, 4\}$ in Fig. 9. By comparing the two cases, MU-VFDM shows a remarkable robustness and effectiveness regardless of the adopted approach. Moreover, in both cases, the difference in the performance of the MBS, as the considered parameter changes, is negligible and the best results are obtained for the minimum value of $\tau$. For the SBSs, on the contrary, we can see that increasing the number of antennas is more effective than deploying an extra SBS. The ratio between the rate obtained with imperfect CSIT and the rate obtained with perfect CSIT for the SBSs is better for the first approach. The difference in the performance, as the considered parameter changes, reinforces this results even further, showing a larger gap for the second approach.

C. Comparison with existing solutions

In this section, we evaluate the performance of the proposed scheme by comparing MU-VFDM to state-of-the-art techniques that allow the deployment of a two-tiered network [2]: 1) Complete sharing, 2) partial sharing, 3) complete separation. MU-VFDM allows the coexistence of SBSs and MBS inside the same area, nulling the interference from the former to the latter, adopting a complete sharing approach. Among the aforementioned bandwidth management schemes, only the complete separation approach guarantees zero interference from the SBSs to the MBS. Therefore, for a fair comparison, we focus on this approach and divide the available bandwidth in two portions assigned exclusively to the MBS and the SBSs. Considering the values introduced previously, i.e., $N = 24$ and $L = 6$, this implies that both the MU-VFDM and the complete separation based system transmit over a bandwidth $B = 0.48 \text{ MHz}$. As seen in Sec. III-A, by implementing MU-VFDM, each SBS can transmit up to $L$ input symbols from each SBS’ antenna. On the other hand, the MBS transmits $N$ input symbols, i.e., the number of considered subcarriers. Consequently, in the complete separation approach, we assign a bandwidth $B_s = \frac{BL}{N}$ to the SBSs and $B_m = B - B_s$ to the MBS. By means of this division, we ensure that each SBS’ antenna is transmitting the same number of symbols as in MU-VFDM. Moreover, in order to
exploit all the available transmit dimensions, we assume that the SBSs perform a network MIMO-OFDMA transmission towards the SUEs, adopting a ZF precoding such that no linear processing at the SUEs is required, as in MU-VFDM. Note that, a legacy OFDMA transmission is performed by the MBS as described previously. As a last remark, differently from what we have assumed so far, we assume that in MU-VFDM the SUEs suffer from full interference from the MBS. This allows for a more realistic and fair comparison, accounting both for advantages and drawbacks of the two different bandwidth management approaches. In Fig. 10, the achievable rate of the two schemes for perfect CSIT and $\beta = 4$ is presented. MU-VFDM shows a clear advantage in medium and high SNR regimes in terms of overall sum-rate of the two-tiered network, and the loss in the low SNR is very small if compared to the bandwidth partitioning based scheme. This result motivates a further comparison, when only an imperfect CSIT is available. In Fig. 11, we can see that MU-VFDM performs slightly worse if compared to the previous case, even if the overall sum-rate of the two-tiered network is still higher for the medium to high SNR regime if compared to reference scheme. Due to the nature of the cascaded precoder a bad channel estimation deteriorates the performance especially for low SNR values but, on the other hand, quite remarkably the advantage at high SNR is evident and promising. Therefore, MU-VFDM is able to exploit efficiently the higher multiplexing gain at the expense of a slightly worse performance for low SNR, for both CSIT assumptions.

V. CONCLUSION

In this work, we presented a DSA cognitive overlay technique, called MU-VFDM, that allows the deployment of SBSs inside the coverage area of a preexisting MBS. We focused on the coexistence over the same bandwidth between a downlink LTE MBS and a SBS system, to illustrate both the feasibility and the performance of MU-VFDM. We have shown that, by increasing the number of SBSs, and therefore the dimensionality of the problem, the overall sum-rate of the two-tiered network can be enhanced. The network MIMO assumption made a potentially interference limited system become a MIMO-BC. Thanks to this fact, several linear precoding techniques involving cooperation between transmitters have been taken into account, and the inherent dimensionality constraint due to the structure of the precoder $E$ has been identified. The search for a performing scheme brought us to the proposed flexible RIBF based approach presented in Sec. III-D. Increasing the number of transmit dimensions, while
keeping the receiver layout, is a viable way to design a system that overcomes the dimensionality problem and achieves relevant performance in terms of sum-rate. Such a system design, can be parameterized either by extra antenna installation, denser SBS deployment or a flexible combination of both. The relaxation of the perfect CSIT assumption at the SBSs results in rate loss experienced by both systems, due to the imperfectly devised precoder. The best compromise between training and data symbols has been investigated, for various SNR values, as well as the best performing strategy to deploy a dense network for the imperfect CSIT case. Finally, a comparison with state-of-the-art techniques has shown a remarkable advantage of the proposed technique for medium and high SNR values both for the perfect and imperfect CSIT case. The results presented herein reinforce our previous findings and confirm that MU-VFDM can be used to deploy SBSs and MBS coexisting inside the same coverage area, sharing the same band.

The analysis of the performance of this scheme under limited backhaul capacity assumption is matter of our future research, along with the impact of a partial cooperation between the SBSs. Moreover, we will move from a fully coordinated to a clustered network MIMO case, to find different and more practically implementable ways to manage the co-tier interference while guaranteeing the cross-tier interference nulling.
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Figure 1. MU-VFDM downlink model, two-tiered network

Figure 2. OFDMA downlink interference channel model, single SBS
Figure 3. Rate of the SBSs for different transmit schemes, $K = 3$ ($N = 128$, $L = 32$ and bandwidth of 1.92 Mhz)
Figure 4. Achievable rate of the SBSs with the RIBF flexible network solution, $K = 3, \beta = 3$ ($N = 128, L = 32$ and bandwidth of 1.92 Mhz)
Figure 5. Rate of the SBSs with the RIBF flexible network solution for different numbers of small cells, $\beta = 2$, ($N = 128$, $L = 32$ and bandwidth of 1.92 Mhz)
Figure 6. Macro cell performance with imperfect CSIT, $K = 3, \beta = 1, (N = 24, L = 6$ and bandwidth of 0.48 Mhz)
Figure 7. SBSs performance with imperfect CSIT, $K = 3$, $\beta = 1$, ($N = 24$, $L = 6$ and bandwidth of 0.48 Mhz)
Figure 8. Ratio between the rate obtained with imperfect CSIT and the rate obtained with perfect CSIT for macro cell and small cell system as $\beta$ changes, and $K = 3$ ($N = 24, L = 6$ and bandwidth of 0.48 Mhz).
Figure 9. Ratio between the rate obtained with imperfect CSIT and the rate obtained with perfect CSIT for macro cell and small cell system as $K$ changes, and $\beta = 1$ ($N = 24, L = 6$ and bandwidth of 0.48 Mhz).
Figure 10. Achievable Rate of a two-tiered network, $K = 2$, $\beta = 4$, ($N = 24$, $L = 6$ and bandwidth of 0.48 Mhz). Perfect CSIT
Figure 11. Achievable Rate of a two-tiered network, $K = 2$, $\beta = 4$, ($N = 24$, $L = 6$ and bandwidth of 0.48 Mhz. Imperfect CSIT