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Abstract: This paper provides a new methodology for the characterization of a defect embedded in a conductive non-magnetic plate from the measurement of the impedance variations of an air-cored pancake coil at eddy current frequencies. The inversion problem is dealt with using the Expected Improvement (EI) global optimization algorithm. The efficiency of the approach is discussed in the light of preliminary numerical examples obtained using synthetic data.
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I. INTRODUCTION

This paper deals with the characterization of a 3D defect inside a flat isotropic non-magnetic metal plate, from measured variations of the impedance of an ECT probe coil driven by low-frequency time-harmonic currents. The probe is an air-cored, pancake-type coil, moved above a damaged zone. The data consist of a map of the variations of the coil impedance due to the presence of the defect, at discrete locations in a planar surface above and parallel to the plate.

II. INVERSION BY THE EI GLOBAL OPTIMIZATION ALGORITHM

The response observed is modeled by a function $Z(P) = (z_1(P), \ldots, z_M(P))$, where the vector $P = (p_1, \ldots, p_N)$ characterizes the (unknown) defect. The objective is to find the best $P^*$ in the sense of a cost function $f(P)$ measuring the discrepancy between the data and the model output $Z(P)$. This optimization problem can be formally written as

$$P^* = \arg \min_{P \in P} f(P).$$

We solve this problem using the expected improvement global optimization algorithm [1]. This popular algorithm makes it possible to find a global minimizer of a smooth non-convex function by constructing an approximation of the function to be optimized via a kriging method [2]. The algorithm consists of the following steps.

1) Choose a set of $n$ initialization points $P$ and compute the corresponding values of the cost function.
2) Predict the values of the cost function at non-observed $P$ over $P$ and estimate a confidence interval for the prediction via kriging, using the past observations $f(P_1), \ldots, f(P_m)$.
3) Compute the expected improvement for all $P$.
4) Choose $P_{n+1}$ that achieves the highest expected improvement and compute $f(P_{n+1})$.
5) Add this new point to the set of the past observations.
6) Go to Step 2 until a stopping criterion is reached.

III. NUMERICAL ILLUSTRATIONS

To illustrate the EI algorithm, numerical examples are presented. A metal plate is affected by a parallelepiped defect characterized by a maximum of seven parameters: its size along the three directions $(L_x, L_y, L_z)$, the center of the defect in the $x$-$y$ plane and the position of the top with respect to the upper surface $(x_c, y_c, z_d)$ and its conductivity $\sigma$, respectively. An example with four unknown parameters to be retrieved $(L_x, L_y, L_z, z_d)$ whereas the three others are fixed at their exact values $(x_c = 0, y_c = 0, \sigma = 0)$. is shown.

In Figure 1 the evolution of $\log \left[ f(P) \right]$ (top) and of $\log \left[ \text{max}(EI) \right]$ over $P$ (bottom) are presented, both with respect to the iteration number. As expected the zero of the cost function is reached and the EI function decreases when the number of iterations increases. However, the stopping criterion (chosen such as no more improvement is expected: max(EI) < $10^{-3}$) has to be improved. As a matter of fact the best solution is obtained at iteration 53 whereas optimization process is stopped at iteration 90 so 37 iterations are used to decrease the EI even if the best solution has already been reached.

IV. CONCLUSION

Some preliminary results concerning the application of EI onto an ENDE problem of 3D-defect characterization are presented. The numerical study of the efficiency of such an algorithm is still under development in order (i) to increase the number of unknown parameters, (ii) to test its stability with respect to the use of noisy data.
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