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Abstract

The Kullback-Leibler (KL) divergence is at the centre of Information Theory and change detection. It is characterised with a high sensitivity to incipient faults that cause unpredictable small changes in the process measurements. This work yields an analytical model based on the KL divergence to estimate the incipient fault magnitude in multivariate processes. In practice, the divergence has no closed form and it must be numerically approximated. In the particular case of incipient fault, the numerical approximation of the divergence causes many false alarms and missed detections because of the slight effect of the incipient fault. In this paper, the ability and relevance to estimate the incipient fault amplitude using the numerical divergence is studied. The divergence is approximated through the calculation of discrete probabilities for faultless and faulty signals. The estimation results that are obtained by simulation induce an error lower than 1\% on the fault amplitude.
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1. Introduction

The last three decades have shown an increased demand for improving the economy and safety of industrial processes. Health monitoring of such processes has been widely developed with studies of fault detection and diagnosis (FDD). Early detection and severity assessment of imperceptible faults are main functions of fault detection [1]. Measurements are basic representation of process behaviour, and faults in general manifest themselves as changes in their properties. The detection of a particular fault is based on checking whether the current measurements are statistically different from the \textit{a priori} known faultless measurements. Detection indices with control charts are designed to this end [2–4]. The MEWMA (Multivariate Exponentially Weighted Moving Average) and the MCUSUM (Multivariate Cumulative Sum) are able to detect deviations related to the process mean vector [5]. The MEWMA-CM (MEWMA-Covariance Matrix) is used to detect changes in the process covariance matrix [6]. The simultaneous monitoring of the mean and the variance in an univariate framework has been presented in [7]. It was not extended to the multivariate framework due to the complexity of multivariate probability distributions. Statistical multivariate techniques, among
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which the Principal Component Analysis (PCA) is a major component, are effective in the FDD of high dimensional processes [8]. PCA is optimal in terms of capturing variability in the data and constitutes a general framework for data representation and modelling [9]. It has been used for monitoring in a wide range of applications, including chemical processes [10], aerospace [11, 12], electronics [13], automotive [14], semi-conductors [15], and many others.

The KL divergence has been proposed in the PCA framework to be a general fault indicator which is characterised by high sensitivity with respect to incipient faults (the short duration change whose amplitude is less than 10% of the signal magnitude) [16]. It has been used as a distribution-free control chart that makes no assumption about the form of the process distribution. Consequently, its calculation requires the availability of a training sample of observations from which the reference (fault-free) empirical probability distribution can be computed. It showed superior efficiency in the detection of incipient faults, compared to the fault indices that are commonly used with PCA, namely the Hotelling $T^2$ statistic and the squared prediction error ($SPE$). Beside the fault detection, the fault estimation problem has gained considerable attention in recent years. If a fault in the process measurements has been detected and the information contained into the data is important, it is necessary to retrieve the fault-free measurements from the faulty ones [17–19]. Sensor validation and correction is concerned with the problem of identifying the fault magnitude in order to retrieve the sensor response from faulty sensor data [20, 21]. In a system under fault tolerant control (FTC), whenever a fault is detected, the fault amplitude is estimated in order to compensate its effect through an appropriate reconfiguration of the controller module [22, 23]. The performance of the FTC system depends mainly on the estimation accuracy of the fault magnitude. As for fault detection, it is desirable for the fault estimation to be robust with respect to noises and unexpected uncertainties and perturbations.

Most fault estimation approaches are optimisation-based, and thus optimisation techniques are used to solve the fault estimation problem [24]. This paper looks into the problem of estimating faults using the proposed PCA-based KL divergence approach. The divergence that is numerically approximated to make the fault detection [16] will be used to estimate the incipient fault amplitude under the particular assumption of normal distribution. A theoretical analysis leading to an estimate of the incipient fault amplitude is described. The KL divergence has an analytical form in case of normal distributions. The numerical approximation of the divergence degrades the detection performance and affects the fault estimation accuracy especially for incipient faults. Therefore, the evaluation of the fault estimation accuracy is carried out in this paper. The probability density function (pdf) of the obtained fault amplitude estimate is calculated. The probabilistic model is validated and the relative error of estimation is assessed, through an AR process model.

2. Analytical approach to estimate fault amplitude

2.1. Main Notations

The following notations will be used in the overall paper. Let’s consider $\mathbf{X}_{[N \times m]}$ the data matrix of $m$ variables.
\[ X = (x_1, ..., x_j, ..., x_m) = (x_{ij})_{i,j}, \] where \( x_j = [x_{1j}, ..., x_{Nj}]^T \) is a vector of \( N \) observations acquired from the \( j \)th variable. For statistical significance, \( m \geq 2 \) and \( N >> m \) [9]. Let \( \bar{X}_{[N \times m]} \), where \( \bar{X} = (\bar{x}_1, ..., \bar{x}_j, ..., \bar{x}_m) \), be the corresponding centered matrix.

\( S \) is the sample covariance matrix and \( l \) is the dimension of the principal subspace. Many criteria have been proposed in the literature to get the best choice of \( l \). Authors in [25] compared 11 methods to determine \( l \) and concluded that minimizing the Variance of Reconstruction Error (VRE) is preferable. \( P_{[m \times m]} \), such as \( P = (p_1, ..., p_l, ..., p_m) \), is the matrix of eigenvectors of \( S \) associated to \( \lambda_1, ..., \lambda_l, ..., \lambda_m \).

\( g \) denotes the fault amplitude and \( x_j \) is the faulty variable.

The star mark (*) refers to faultless and noise-free data and the superscript ‘rf’ refers to reference faultless data.

### 2.2. Assumptions

The analytical model of the KL divergence depending on the fault characteristics is obtained based on the following assumptions on the fault and data modeling:

1. **Fault modeling**: an incipient fault is often defined as a change or a degradation that develops slowly [26]. The fault model adopted here assumes that during the first stage of the incipient fault development, the fault amplitude (size or severity) is constant, see Fig.1. It is a gain fault characterised with a multiplicative factor with amplitude \( g \) that affects the last \( (N - b) \) observations of the signal. \( b \) is the time occurrence of the fault.

2. **Noise modeling**: the process variables are affected with independent and identically distributed (i.i.d) Gaussian noise that represents measurement errors. The noise samples are considered to be drawn from a normal distribution with zero mean and variance \( \sigma_v^2 \). The noise variance is supposed to be not affected by the fault, since it is not a process noise but rather an environmental or measurements nuisance.

3. **Assumption of normality for PCA data**: the initial data distributions along the original axes are assumed as Gaussian. The principal components, which are linear combinations of the original variables, will be thus normally distributed. This assumption can usually take place, because basically PCA yields an optimal representation for approximately multivariate normal data. For this case, the principal subspace is spanned by the first \( l \) eigenvectors of the sample covariance matrix leading to the maximum variance representation of the dataset.

As a consequence, let \( V_{[N \times 1]} \) be a noise vector of \( N \) samples drawn from the distribution \( N(0, \sigma_v^2) \). We can write for \( x_j \):

\[ x_j = x_j^* + F_j + V \]  \hspace{1cm} (1)

where

\[ F_j = g \times [ 0 \ \cdots \ 0 \ x_{bj}^* \ \cdots \ x_{Nj}^* ]^T \]  \hspace{1cm} (2)

The theoretical study concerns incipient faults, and thus the fault characteristics are considered quite small according to the signal characteristics. \( g \) is a near-zero unknown constant and it introduces small amplitude variations on \( x_j \).
The result is that these variations will not change the centre and the direction of the PCA’s model. It has been shown in [27] that the direction of the first few principal components would not change following the occurrence of a small fault. The direction of the last principal components should be monitored in such case. In our case of incipient fault, the covariance matrix $S$ can be written as:

$$S = P^* \Lambda P^{*T} + \sigma_v^2 I_m$$

(3)

where

$$\Lambda = \Lambda^* + \Delta \Lambda$$

(4)

$\Lambda^* = \text{diag}(\lambda^*_1, ..., \lambda^*_l, 0, ..., 0)$ is the $(m \times m)$ matrix of eigenvalues associated to eigenvectors $p^*_1, ..., p^*_l, p^*_{l+1}, ..., p^*_m$. $\Delta \Lambda = \text{diag}(\Delta \lambda_1, ..., \Delta \lambda_m)$ is the change due to the fault occurrence and $I_m$ is the $m$-identity matrix. So, $\Delta \Lambda = 0$ when $g = 0$. The last $(m - l)$ eigenvalues correspond to the residual subspace. Since, in practice, the distributions of the last principal components may vanish ($\lambda^*_k = 0$) and their directions may change, the divergence is only concerned with the first $l$ principal components, for which $\lambda^*_k \neq 0$ ($k = 1, ..., l$).

2.3. Definition

The KL divergence is an instance of $f$-divergence family, which has been used in many signal processing applications including anomaly detection [28, 29], pattern recognition [30] and fault diagnosis [31, 32]. For discrimination between two continuous probability distribution functions $f(x)$ and $h(x)$ of a random variable $x$, the Kullback-Leibler Information is defined in [36] as:

$$I(f || h) = \int f(x) \log \frac{f(x)}{h(x)} dx.$$  

(5)

The Kullback-Leibler divergence is the symmetric version of the Information [34], and it is given by $D(f, h) = I(f || h) + I(h || f)$. If $f$ and $h$ are normal densities such that $f \sim \mathcal{N}(\mu_1, \sigma_1^2)$ and $h \sim \mathcal{N}(\mu_2, \sigma_2^2)$, where $\mu_1, \mu_2$ are the means and $\sigma_1^2, \sigma_2^2$ are the variances for $f$ and $h$ respectively, the divergence is reduced to [34]

$$D(f, h) = \frac{1}{2} \left[ \left( \frac{1}{\sigma_2^2} + \frac{1}{\sigma_1^2} \right)(\mu_1 - \mu_2)^2 + \frac{\sigma_1^2}{\sigma_2^2} + \frac{\sigma_2^2}{\sigma_1^2} - 2 \right].$$

(6)

2.4. Fault amplitude estimation

From the assumption of normality, it follows that each of the first $l$ principal components has a pdf denoted $f_k$ such that $f_k \sim \mathcal{N}(0, \lambda_k + \sigma_v^2)$. It is proposed to compare $f_k$ against its reference $f^{rf}_k \sim \mathcal{N}(0, \lambda^*_k + \sigma_v^2)$. The fault does not affect the mean parameter of the distributions because the centre of the PCA’s model is supposed unchanged after the fault occurrence. It follows from (4):

$$\lambda_k = \lambda^*_k + \Delta \lambda_k$$

(7)
Specializing (6) to the case considered as detailed in [16] gives:

\[
D(f'_k, f_k) = \frac{1}{2} \left[ \frac{\Delta \lambda_k^2}{(\lambda_k^* + \sigma_v^2)(\lambda_k^* + \sigma_v^2 + \Delta \lambda_k)} \right].
\] (8)

With this symmetric version of the divergence, the fault estimation is unbiased.

The next step is then to write \(\Delta \lambda_k\) in function of the fault amplitude \(g\).

Suppose \(\lambda_k\) is a function of \(g\) and is infinitely differentiable in the neighborhood of zero \((g \approx 0)\), the Taylor development of \(\lambda_k\) gives:

\[
\lambda_k = \lambda_k^* + \frac{\partial \lambda_k}{\partial g}(0)g + \frac{1}{2!} \frac{\partial^2 \lambda_k}{\partial g^2}(0)g^2 + \frac{1}{3!} \frac{\partial^3 \lambda_k}{\partial g^3}(0)g^3 + \ldots
\] (9)

It can be shown from [35] that writing \(S\) in function of the parameter \(g\) gives the \(n\)th-order eigenvalue derivative as:

\[
\frac{\partial^n \lambda_k}{\partial g^n} = p_k^* \frac{\partial^n S}{\partial g^n} p_k^*
\] (10)

where \(p_k^*\) is the eigenvector associated to \(\lambda_k^*\). The covariance matrix \(S\) of \(X\) is given by:

\[
S = \frac{1}{N-1} \bar{X}^T \bar{X} = \frac{1}{N-1} (\bar{x}_r^T \bar{x}_q)_{r,q=1,...,m}
\] (11)

which is an unbiased estimate of the true covariance matrix in case of multinormally distributed data. Consider the fault modeling described by (1) and (2), it follows that:

\[
\bar{x}_j = x_j - \mu_j 1
\]
\[
= (x_j^* - \mu_j^* 1) + (F_j - g \times \frac{1}{N} \sum_{i=b}^{N} x_{ij}^* 1) + V
\]
\[
= \bar{x}_j^* + \bar{F}_j + V
\] (12)

where \(\bar{F}_j = F_j - g \times \frac{1}{N} \sum_{i=b}^{N} x_{ij}^* 1, 1\) is a column vector of \(N\) ones. Based on (3) and (4), the derivation of \(S\) with respect to \(g\) can be made under the assumption that the noise is independent of the fault. if \(\delta_r (r = 1, ..., m)\) and \(\tau\) are given by the following equations:

\[
\delta_r = \sum_{i=b}^{N} (x_{ir}^* - \mu_{r}^*) x_{ij}^* \forall r
\]
\[
\tau = \sum_{q=b}^{N} \left( x_{qj}^* - \frac{1}{N} \sum_{i=b}^{N} x_{ij}^* \right)^2
\] (13)

we can then write, while substituting \(\bar{x}_j\) in \(S\) with its expression (12):

\[
\frac{\partial \bar{x}_r^T \bar{x}_q}{\partial g} = 0, \forall r, q \neq j
\] (14)

\[
\frac{\partial \bar{x}_r^T (\bar{x}_j^* + \bar{F}_j)}{\partial g} = \frac{\partial (\bar{x}_j^* + \bar{F}_j)^T \bar{x}_r}{\partial g} = \delta_r \forall r \neq j
\] (15)
\[
\frac{\partial (\bar{x}_j^* + \bar{F}_j^T)(\bar{x}_j^* + \bar{F}_j)}{\partial g} = 2\delta_j + 2g\tau. \tag{16}
\]

\(\delta_r\) (\(r = 1, \ldots, m\)) and \(\tau\) are functions of the original variables and can be computed from healthy data once for all.

The first-order derivative of the covariance matrix is then given by:

\[
\frac{\partial S}{\partial g} = \frac{1}{N-1} \begin{bmatrix} 0 & \cdots & \delta_1 & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ \delta_1 & \cdots & 2\delta_j + 2g\tau & \cdots & \delta_m \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & \delta_m & \cdots & 0 \end{bmatrix} \tag{17}
\]

The second-order sensitivity of \(S\) with respect to the fault amplitude \(g\) is obtained by differentiating (17).

The higher-order sensitivities of \(S\) (\(n > 2\)) are all null, as for the eigenvalue derivatives. Writing the loading vector \(p_k^*\) as \(p_k^* = \begin{bmatrix} p_{1k} & \cdots & p_{mk} \end{bmatrix}^T\), it follows that

\[
\begin{align*}
\frac{\partial \lambda_k}{\partial g} &= p_k^* \frac{\partial S}{\partial g} p_k^* = \frac{2}{N-1} \left( p_{jk} \sum_{r=1}^{m} p_{rk} \delta_r + p_{jk}^2 \tau \right) \\
\frac{\partial^2 \lambda_k}{\partial g^2} &= p_k^* \frac{\partial^2 S}{\partial g^2} p_k^* = \frac{2}{N-1} p_{jk}^2 \tau
\end{align*}
\]

and thus

\[
\Delta \lambda_k = \lambda_k - \lambda_k^* = \frac{2}{N-1} p_{jk} \sum_{r=1}^{m} p_{rk} \delta_r g + \frac{3}{N-1} p_{jk}^2 \tau g^2. \tag{18}
\]

An estimate, denoted \(\hat{g}\), of \(g\) is obtained based on (8) and (18). \(\Delta \lambda_k^2\) is the estimated \(\Delta \lambda_k\) squared. Let \(\alpha_1 = p_{jk} \sum_{r=1}^{m} p_{rk} \delta_r\) and \(\alpha_2 = 3p_{jk}^2 \tau\), the theoretical estimation of \(g\) that depends on the divergence value is finally given by

\[
\hat{g} = \frac{-\alpha_1 + \sqrt{\alpha_1^2 + (N-1)\alpha_2(\lambda_k^* + \sigma_k^2)(D + \sqrt{(D^2 + 2D)})}}{\alpha_2} \tag{19}
\]

where \(D\) is the shorthand of the divergence in (8). In practice, \(D\) is numerically approximated. The objective then is to evaluate the impact of the divergence approximation on the accuracy of the obtained model for incipient fault amplitude estimation.

3. Probability density function of the fault amplitude estimate: approximation with a Gamma distribution

The divergence is used to measure the difference between the two probability distributions corresponding to the faultless and faulty signals. As the divergence between two arbitrary probability distributions has no closed form, the integral function given by Eq.(5) should be numerically approximated. The common method to estimate the divergence value uses the interpretation of the Information in term of the likelihood ratio: the KL information from
probability distribution $f$ to $h$ is the expected log-likelihood ratio $\log(f/h)$ under the distribution $h$. This induces two assumptions:

1. an observation set composed of $N$ independent and identically distributed (i.i.d.) observations $\{z_i\}_1^N$ drawn from $f$ is supposed available.

2. $h(z_i)$ can be calculated, and thus $q$ is supposed to be known.

Under these assumptions, the Monte Carlo approximation consists in computing:

$$I_{MC}(f||h) = \frac{1}{N} \sum_{i=1}^{N} \log \frac{f(z_i)}{h(z_i)}$$

(20)

However in our application, the probability distributions are unknown a priori. Nevertheless, two observation sets are available (the current and the reference), from which empirical probability distributions can be calculated.

An intuitive and fast way to approximate the divergence between two unknown probability distributions consists in the discrete form that uses probabilities from histograms calculation [36]. Consider an equipartition of the faultless signal into $l$ disjoint intervals $\{(s_0, s_0 + \Delta s), [s_0 + \Delta s, s_0 + 2\Delta s), ..., [s_0 + (l-1)\Delta s, s_l]\}$ where $s_0$ and $s_l$ are the min and max values of the signal level. The probabilities $\{w_1, w_2, ..., w_l\}$ of the faultless signal levels are estimated as the proportion of the number of points within each interval to the whole number of points in the signal. The probabilities $\{u_1, u_2, ..., u_l\}$ of the faulty signal levels are calculated for the same set of intervals. Then $D$ is approximated by:

$$\hat{D} = \sum_{i=1}^{l} w_i \frac{\log w_i}{u_i} + \sum_{i=1}^{l} u_i \frac{\log u_i}{w_i} = \sum_{i=1}^{l} (w_i - u_i) \log \frac{w_i}{u_i}$$

(21)

To evaluate the accuracy of estimating $g$ through (19), $D$ in (19) is substituted by $\hat{D}$. If $\hat{D}$ fits a known distribution, the distribution of $\hat{g}$ can be calculated based on the following theorem [37]:

Let $X$ have pdf $f_X(x)$ and let $Y = \psi(X)$, where $\psi$ is a monotone function. Let $\mathcal{X} = \{x : f_X(x) > 0\}$ and $\mathcal{Y} = \{y : y = \psi(x) \text{ for some } x \in \mathcal{X}\}$. Suppose that $f_X(x)$ is continuous on $\mathcal{X}$ and that $\psi^{-1}(y)$ has a continuous derivation on $\mathcal{Y}$, then the pdf of $Y$ is given by:

$$f_Y(y) = \begin{cases} f_X(\psi^{-1}(y)) \left| \frac{d}{dy}\psi^{-1}(y) \right| & y \in \mathcal{Y} \\
0 & \text{otherwise.} \end{cases}$$

(22)

Consider $\psi(x) = \frac{-\alpha_1 + \sqrt{\alpha_1^2 + (N-1)\alpha_2(\lambda^*_k + \sigma^2_y)(x + \sqrt{x^2 + 2x})}}{\alpha_2}$. The variable $x$ refers to $\hat{D}$.

The calculation of $\psi'(x)$ proves that $\psi$ is monotone ($g'(x) > 0 \ \forall \ x \geq 0$). The inverse function of $\psi$ is $\psi^{-1}(y) = \frac{1}{2a(a + a_1y + a_2y^2)}$, where the variable $y$ refers to $\hat{g}$, $a = \lambda^*_k + \sigma^2_y$, $a_1 = 2\alpha_1/(N-1)$ and $a_2 = 1/\alpha_2$. 

7
2 = \alpha_2/(N - 1).

The derivation of \( \psi^{-1}(y) \) denoted \( Z(y) = (\psi^{-1}(y))' \) is: \[
Z(y) = \frac{4a_1a_2^2y^4 + 2(a_1^2a_2 + aa_2^2)y^3 + 3aa_1a_2y^2 + 2aa_2^2y}{a(a + a_1y + a_2y^2)^2}.
\]

The simulations of the system represented by (24) and (25) showed that the probability density \( f_X(\hat{D}) \) of the estimated divergence can fit with Gamma distributions. \( f_X(\hat{D}) \approx \frac{D^{\alpha-1}}{\Gamma(\alpha)} \exp(-\hat{D}/\theta). \)

As a consequence, the fault amplitude estimate \( \hat{g} \) will also be Gamma distributed. Thus according to (22) the pdf of the fault amplitude estimate \( \hat{g} \) is given by:

\[
f_Y(\hat{g}) = \frac{1}{\Gamma(\alpha)\theta^\alpha} (\psi^{-1}(\hat{g}))' (\psi^{-1}(\hat{g}))^{\alpha-1} \exp \left( -\frac{\psi^{-1}(\hat{g})}{\theta} \right)
\] (23)

where \( \alpha \) and \( \theta \) are obtained by a numerical fitting with the minimization of a quadratic error.

4. Simulation results

A typical application of the divergence model would be in structural health monitoring (SHM) systems, where the objective is to detect and identify incipient faults/damages in the structure using sensor data (typically vibration data) [38, 39]. The SHM relies on measurements acquired from a dense sensor network that provides sufficient analytical redundancy for diagnosis. It is of crucial importance that the acquired measurements are reliable for analysis and decision. Therefore, sensor faults should be detected and identified correctly so to avoid misinterpretation and confusion with structural faults. In such application, the sensor network can be modelled as a Gaussian process [40] (assumption 3), or any other type of distribution process as it will be illustrated in the following simulation results. The process dimension can be reduced by using PCA for example even if it is not optimal in the non Gaussian case. The divergence can be proposed to address sensitivity and robustness issues [41] in this application, while the analytical divergence model is able to estimate the severity of sensor faults, especially the gain faults.

The theoretical estimation will be evaluated here on a multivariate AR system inspired from [27]:

\[
x(i) = \begin{bmatrix} 0.118 & -0.191 \\ 0.847 & 0.264 \end{bmatrix} x(i-1) + \begin{bmatrix} 1 & 2 \\ 3 & -4 \end{bmatrix} u(i-1)
\]

\( y(i) = x(i) + v(i) \) (24)

where \( u \) is the correlated input,

\[
u(i) = \begin{bmatrix} 0.811 & -0.226 \\ 0.477 & 0.415 \end{bmatrix} u(i-1) + \begin{bmatrix} 0.193 & 0.689 \\ -0.320 & -0.749 \end{bmatrix} w(i-1).
\] (25)

\( w \) is a vector of 2 inputs \( w = [w_1 \ w_2]' \). Results will be shown in two cases: when the condition of multivariate
normal distribution data is met and in case it is violated. In the first case, the inputs \( w_1 \) and \( w_2 \) are uncorrelated Gaussian signals with zero mean and unit variance. In the second one, denoted as the Mixed case in the following, \( w_1 \) is still Gaussian and \( w_2 \) is drawn from \( \chi^2 \) distribution with two degrees of freedom. \( u = [u_1 \ u_2]^T \) is the vector of measured inputs, and \( y = [y_1 \ y_2]^T \) is the vector of outputs corrupted by uncorrelated Gaussian errors with zero mean and variance \( \sigma_v^2 \).

The vector of process variables will be formed with the measured inputs and outputs of the process at instant \( i \), i.e., \( [y_1(i) \ y_2(i) \ u_1(i) \ u_2(i)]^T \).

PCA is applied on the corresponding covariance matrix; it gives 4 principal components with loading vectors \( \{p_k\} \) and variances \( \lambda_k = \{40.26, 4.9, 1.14, 0.17\} \). The first principal component \( t_1 \) accounts for 86.6% of variations, it will be used to estimate the fault affecting the output \( y_2 \). If \( \bar{X} \) is the centered data matrix, then \( t_1 = \bar{X}p_1 \).

The fault is modeled as \( y_2(i) = (1 + g)x_2(i) + v_2(i) \) where \( v_2 \) is the additive noise of variance \( \sigma_v^2 \). The added process noise allows a SNR of 25 dB which is a considerable noise level by reference to many industrial applications (like electrical systems). The last 20% samples of \( y_2 \) are affected by the fault (for which \( g \neq 0 \)).

Considering small values of \( g \), specifically \( g = \{0.01, 0.015, 0.02, 0.025\} \) meaning variations of \( \{1\%, 1.5\%, 2\%, 2.5\%\} \) of the signal amplitude, the pdfs of the estimated \( \hat{g} \) obtained through the approximated divergence and described by (21) are displayed in Fig.2. The pdfs of the estimations are clearly centered at the actual fault amplitudes.

With the pdfs and considering a wide fault amplitude range from 0.001 (0.1%) to 0.3 (30%), we obtain Fig.3 that displays the actual and estimated fault amplitudes in the Gaussian and the Mixed cases. Fig.4 shows the relative error \( E_r = (\hat{g} - g)/(1 + g) \) on the estimated variable \( \hat{y}_2(i) = (1 + \hat{g})x_2(i) + v_2(i) \) of the faulty variable \( y_2 \).

In the Gaussian case the estimation relative error is less than 1%. However, even if the Gaussian assumption is no longer valid, the estimation relative error is still acceptable with a maximum value of approximately 3%. Thanks to this accurate estimation, the faultless observations thus can be reconstructed from the faulty ones which is interesting for monitoring purposes.

5. Conclusion

An analytical approach based on the KL divergence is proposed in order to estimate the incipient fault amplitude in highly dimensional processes. As the divergence has no closed form it has been approximated numerically. After the derivation of the analytical model of the fault amplitude estimate, its relevance has been studied with the probability density functions approximated as a gamma distribution. The estimated fault amplitude, when evaluated on a simulated AR process, has proven to be close to the actual value (relative error lower than 1% in the Gaussian case and 3% in the Mixed case for a fault amplitude in the \([0.001; 0.3]\) interval). With such an estimation, the faultless observations can be reconstructed from the faulty ones, which can be very useful for control and monitoring purposes.
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Figure 1: Incipient fault model

\[ x_{ij} = x_{ij}^* + G 	imes x_{ij}^* \]
\[ i \in [b, N] \]
Figure 2: Probability density function of $\hat{g}$ in case the condition of multivariate normal distribution data is met.
Figure 3: Real and estimated fault amplitude when the condition of multivariate normal distribution data is met (top) and violated (bottom).
Figure 4: Estimation relative error when the condition of multivariate normal distribution data is met (top) and violated (bottom)