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Applying process mining and semantic reasoning for process model 

customization in healthcare 

Process flexibility plays a key role in high variability environments, such as 

healthcare. In this type of environment, the process model needs to change some 

elements to adjust to specific sets of requirements. Thus, this paper proposes a 

process model customizing method based on ontology and process mining. The 

method proposed is applied in customizing process models for acute ischemic 

stroke treatment. During process model customization, the method provides 

decision-making support for users, thereby ensuring a structurally correct process 

customization and enabling improves patient treatment by means of 

recommendations. 

Keywords: process model customization; ontology; semantic reasoning; process 

mining; healthcare 

1. Introduction 

The existence of different contexts is characteristic of some environments. For example, 

in the healthcare environments, patients require different types of treatment as a function 

of a number of factors, such as their specific characteristics, response to treatment, among 

other issues.  Therefore, the process model needs to adapt to each existing context’s 

specific environment. 

Process models capable of changing to address different requirements are known as 

customizable (La Rosa et al., 2017) or configurable process models (Ayora et al., 2013a). 

In customizable process models, some of the process model elements, characterized by 

decision or variation points, can change (Torres et al., 2013; Ayora et al., 2013a). 

Therefore, each decision point refers to the selection of the changing elements in the 

process model.  The selection of a given alternative in the decision point is driven by rules 

linked to them. Therefore, the process model (or process variant) is obtained through 

alternatives selected at each decision point, (La Rosa, Dumas e Ter Hofstede, 2009). 



 

 

The structurally and behaviorally correct variant must be guaranteed (i.e., all 

activities connected to enabling the execution of the process model present). In addition, 

requirements of the application context, regulations (internal and external), among other 

aspects, should be addressed (Valença et al., 2013; La Rosa et al., 2017, Van Der Aalst 

et al., 2008). 

Therefore, many approaches for process model customization have been 

developed focusing on different aspects. The existing approaches lack recommendations 

in connection with the context of application provided to users when customizing the 

process model (La Rosa et al., 2017; Bühne, Halmans and Pohl, 2003, Valença et al., 

2013). These recommendations would ensure that the process variant obtained respects 

the rules of the context, as well as enhancing the quality of the process by providing 

access to pertinent best practices, thus ensuring that the process variant is obtained 

according to each users’ needs.  

Providing recommendations is essential in an environment, such as the healthcare, 

where for a set of different factors different treatments may be available. In addition, 

considering the information about the patient’s health provided by the physician, only the 

relevant options should be displayed to the user. Therefore, a method capable of providing 

options and recommendations regarding the patient’s treatment can help to improve the 

quality of the treatment, and it can be used to avoid mistakes during the treatment, which 

can also reduce costs associate with the treatment.  

Considering this context, this paper proposes a method to support decision-

making during process model customization enabling achieving a process variant based 

on each users’ needs and the requirements of the context. The method proposes to obtain 

a customizable process model through process mining, which allows to discover process 

variants, as well the rules to select them. Furthermore, the knowledge necessary to 



 

 

customize the process model is formalized in ontologies. Therefore, decision-making 

support for process model customization is provided through semantic reasoning. 

Building the customized process model through process mining is a way to 

guarantee that the process model is capable of representing all application contexts. In 

addition, it allows to define the decision points and the requirements for selecting each 

alternative (Hallerbach, Bauer, & Reichert, 2010a; Gottschalk et al., 2009). Process 

mining consists in analyzing event logs in order to obtain the process model, enabling 

deviations checks, process model improvements, etc. (Van Der Aalst et al., 2011).  It also 

allows identifying the essential information to customize the process model as well as 

process model points where access to the information is relevant. 

Process model customization may comprise a huge amount of information. 

Therefore, the knowledge required for customizing the process model is formalized in 

ontologies, which enable to share a common understanding of a specific domain. 

Semantic reasoning allows new knowledge, implied relationships, etc. to be derived 

(Andrew, 2004; Haav, 2004; Martinez-Gil, 2015; Obitko, 2007; Abburu, 2012). 

In this way, the method for supporting the decision-making during process model 

customization consists basically in three elements: the customizable process model, 

ontologies and the questionnaire-model approach. One ontology contains the knowledge 

about the variation points. Another ontology contains the knowledge about the clinical 

guidelines, which is improved with the expert knowledge. These ontologies are merged 

into one ontology. The questionnaire is applied for obtaining the information about the 

patient’s health. Then, this information is used for reasoning on the ontology, which 

shows the next activities available and provide recommendations about the treatment. As 

the user selects one of the available alternatives for the next activities, the process variant 

is built. In other words, a process model is created, and narrow it down during execution 



 

 

through the ontology reasoning based on the available (static patient information, 

guideline) or newly obtained information (e.g. questionnaire, lab results, among others). 

When customizing a process model, the user may not be able to select the 

appropriate activities due the amount of information. Therefore, the proposed approach 

aims to fulfill this gap through a system for supporting the decision making, which 

provide recommendations about the process, and an overview about the next activities 

based on the information provided about the patient’s health. This approach can help the 

physician to select the next steps of the patient’s treatment, thus increasing the quality, as 

well decreasing errors and the related costs.   

This paper proposes a case study of the approach proposed for acute ischemic 

stroke treatment. Healthcare is an environment with high process variability. Even the 

treatment for patients with the same diagnostic can vary due the many aspects involved, 

such as the symptoms displayed by the patient, the physician’s knowledge set, resources 

available, etc. As result, several paths may be followed in establishing the patients’ 

treatment. For this reason, decision-making support can help in avoiding mistakes during 

the treatment and guide users in making the proper decisions based on a number of 

factors. 

This paper is structured as follows: Section 2 summarizes papers related to the 

topic; with the literature review discussed in Section 3, discussing concepts related to 

process variability, process mining techniques and ontologies. Section 4 outlines the 

approach proposed. The application of the approach proposed for customizing process 

models for acute ischemic stroke treatment is presented in this Section. Conclusions are 

drawn in Section 5. 

2. Related works 

The annotation of a process model with semantics has different focuses, such as semantic 



 

 

information retrieval (Luo et al., 2016; Li et al., 2014), cross-enterprise collaboration 

(Hoang, Jung and Tran, 2014), service governance (Cai et al., 2018), BPM systems 

interoperability (Rico et al., 2015), evaluation of the aspects related to the enterprise 

process flows (Ingvaldsen and Gulla, 2012). However, the customization of a process 

model by annotating the concepts an ontology is not addressed by many authors. In 

addition, the proposed approach is a step forward in the application of the semantics for 

process model customization by providing a decision support system in healthcare.  

Process models can be customized in different ways. An analysis of the 

approaches applicable to customizing process models enable identifying gaps in process 

model customization, such as the lack of approaches capable of providing context related 

recommendations. Some approaches provide guidance for users, but only in connection 

with decision points (La Rosa et al., 2017). Therefore, any guidance targets guaranteeing 

that the process model customized is correct, but recommendations enable improving 

process quality and can help users to avoid mistakes in customizing the process model. 

With respect to obtaining a customizable process model by means of process 

mining techniques, Li, Reichert and Wombacher (2008a) proposed to obtain a base 

process model and the respective customizable elements through a heuristic search 

algorithm. The results obtained from both the method proposed and the traditional process 

mining algorithms are then compared (Li, Reichert and Wombacher, 2008b). Later, the 

authors proposed to build the base process model from a clustering algorithm (Li, 

Reichert and Wombacher, 2010). Rozinat, Mans and van der Aalst (2006) proposed to 

establish decision points and properties that lead the cases to follow the same route 

through process mining algorithms. 

A customizable process model can be obtained from a set of event logs as 

proposed by Buijs, Van Dongen and van der Aalst (2013). The first approach proposes 



 

 

obtaining the single process model by merging the event logs. In the second approach, a 

single process model describes the behavior of all event logs, and the event log is then 

individualized from this process model. The third approach proposes to discover a unique 

process model, in which each event log is used to configure the process model. The last 

approach proposes to combine the discovery and the process model configuration. Buijs 

and Reijers (2014) propose an alignment matrix for comparing the execution of the same 

process in different organizations. Within the organization, the comparison considers 

planned behavior as compared to actual behavior. The comparison with other 

organizations is made considering their design process variants.  

 Huang et al. (2013) propose process model customization by means of 

ontologies. One ontology formalizes knowledge in relation to variation points and another 

one formalizes the rules for the application context. An algorithm is proposed for process 

model configuration in which the rules and the configurable process model are the inputs 

and the process variant, the output. In customizing process models, requirements must be 

provided to a programmer engineer, resulting in an approach that is not user friendly.  In 

this case, external regulations are not addressed and there is no guidance or 

recommendation during process model customization. El Faquih, Sbaï and Fredj (2014) 

propose a framework to enrich the customizable process model semantically. Later, the 

authors proposed the semantic validation of the configurable process models (El Faquih, 

Sbaï and Fredj, 2015). 

Thus, there is a need for a customizable process model approach capable of 

providing recommendations about the context of application and capable of displaying 

for users how a choice made in one of the variation points impacts on the decisions in 

other variation points. These aspects can improve the customization of the process model 

(La Rosa et al., 2017; Bühne, Halmans and Pohl, 2003, Valença et al., 2013). Therefore, 



 

 

this paper aims to close these gaps by proposing a method for customizing the process 

model by means of ontologies. In addition, the method proposes to apply the 

questionnaire model approach, which guides users as they customize the process model 

according context-specific requirements. The next section discusses the relevant 

background for the development of the method proposed.  

3. Background 

The method proposed in this paper applies process mining to obtain the information 

needed to build a customizable process model. It also applies ontologies for customizing 

process models. In this way, this section discusses how to manage context variability, and 

how process mining and ontologies are applied in customizing process models. 

3.1 Process variability  

Process variability refers to obtaining a process model that represents a specific set of 

requirements in a domain (Reichert and Weber, 2012). Thus, some elements are common 

to all process variants, while other elements may be relevant only in specific process 

variants (Ayora et al., 2015). According Figure 1, there are two options when dealing 

with variability in a process model. One of these options, known as multi-model, refers 

to keeping the process variants separate in a repository. However, this may be expensive 

and inefficient, as each process variant must be developed from scratch (Ayora et al., 

2013b; Hallerbach, Bauer and Reichert, 2010a). 

The other option, known as single-model, refers to maintaining all process 

variants in a base process model. This option represents the common elements only once, 

thus facilitating model reuse (Ayora et al., 2013a). However, the resulting process model 

can be complex, difficult to understand, analyze, manage, and expensive to maintain (La 

Rosa et al., 2017). This option offers two options to customize process models known as 



 

 

customization by restriction or by extension. The concept of variation points is present in 

both options. Variation points correspond to the parts of the process model in which users 

must to select the next activity. A red circle represents variation points in Figure 1.  

 

 

Figure 1. Approaches for process model variability 

 

According to Figure 1, customization by restriction is performed when a single 

process model represents all process variants. Thus, a variant is obtained by selecting an 

alternative at each variation point, followed by removal of the elements that were not 

selected from the process model. However, when only the most common variant 

behaviors are represented in the base process model, customization by extension is 

performed. As result, the process variant is obtained by adding and/or modifying some 

elements in the base process model (La Rosa et al., 2017; Asadi et al., 2014). Therefore, 

there are three essential aspects in developing a customizable process model: the decision 

points, the alternatives for each decision point, and the requirements/rules defining their 

selection (Torres et al., 2013; Ayora et al., 2013a). 



 

 

Certain aspects must be addressed when building the customizable process model, 

such as the commonalities and differences among the process variants, as well the 

dependencies among the decision points. In addition, the resulting process variants must 

be structurally and behaviorally correct (Asadi et al., 2014, Van Der Aalst et al., 2008, La 

Rosa, 2009). Additionally, run-time flexibility and evolution of single variants must be 

ensured. Run-time flexibility refers to changes in the process model during run-time 

configurations. Evolution refers to adjusting process variants as a function of new 

specifications (Ayora et al., 2013a). 

3.2 Process mining 

Information systems are capable of recording information about process runs in the form 

of data logs. Therefore, data log analyses provide better understanding of the process 

model. One of these techniques, known as process mining promotes discovery of the 

process model, verifying process model compliance and enabling enhancements (Mans 

et al., 2013; Rozinat et al., 2009; Van Der Aalst and Dustdar, 2012). 

The data log, known as event log, contains information about the cases, the 

activities performed, the time when the activity was performed (i.e., the timestamp) and 

who delivered the activity (the executor). In addition, the event log may contain additional 

information such as the patient’s age, gender, among others (Jans et al., 2011; Van Der 

Aalst, 2012). Thus, process mining techniques provide in-depth understanding of what is 

happening inside organizations, which is the first step towards process enhancement 

(Weske, 2012; Günther et al., 2008). 

Before the event log analysis, there is a pre-processing step, which is necessary to 

check log labels. The event log may contain different activities with the same label, or 

the same activities with different labels. For this reason, the concept of Semantic Business 

Process Mining appeared, combining BPM and semantic technologies (Pedrinaci and 



 

 

Domingue, 2007; De Medeiros et al., 2007). This concept refers to linking each element 

in the data log to a concept in the ontology, thus allowing new knowledge to be obtained 

through the inference engine (Detro et al., 2016). 

3.3 Ontologies and semantic reasoning 

Ontology can be defined as “an explicit specification of a concept definition”, which 

means that the concepts in a domain and the existing relationships among them are 

formalized in ontologies (Gruber, 1995). Thus, the common understanding about a 

domain is formalized in ontologies, mostly for the purpose of applying, sharing and 

exchanging information (Gašević, Djuric and Devedžic, 2009). Ontologies also enable 

integration of knowledge by unifying Databases, Data Warehouses, and knowledge bases 

vocabularies (Djellali, 2013). 

When building an ontology, knowledge representation and language should be 

taken into account. Selecting the language depends on what the ontology is meant to 

represent or its purpose (Sharman, Kishore and Ramesh, 2007; Taye, 2010). The 

languages for building ontologies are based on mark-up languages such as HTML (e.g., 

SHOE) and XML (e.g., SHOE, XOL, RDF, RDFS, OIL, DAML+OIL and OWL) 

(Corcho, Fernández-López & Gómez-Pérez, 2007).  

W3C (World Wide Web Consortium) recommends OWL as the standard semantic 

web ontology language for modelling ontologies (Song, Zacharewicz and Chen, 2013). 

This language allows the use of a reasoner, which enables new facts to be derived from 

ontologies, as well as allowing concepts that match specific definitions to be defined and 

performing ontology consistency checking. Thus, this language enables to derive 

knowledge, perform logical inferences, import and reuse different ontologies (Beimel and 

Peleg, 2011; Kalibatiene and Vasilecas, 2015; Menárguez-Tortosa and Fernández-Breis, 

2013). Some techniques were developed to reuse ontologies, such as ontology mergers. 



 

 

Merging refers to unifying several ontologies into one by establishing correspondences 

among the ontologies (Pinto, Gómez-Pérez and Martins,1999; Noy and Musen, 2000). 

Considering these aspects, this paper proposes a method that applies process 

mining in building a customizable process model and semantic reasoning for customizing 

the process model. Process mining allows identifying common elements among the 

variants, the elements that change, their changes, and the requirements for these changes 

to take place. Knowledge regarding aspects used to customize process models and the 

business context, including internal e external regulations, are formalized in ontologies. 

Then, semantic reasoning is used to provide users with recommendations for improving 

the process model. 

4. Method for customizing process variants 

The proposed method provides a decision-making support by means of recommendations 

for the rules applied in customizing the process model, and the regulations (internal and 

external) of the business context. Additionally, building the customizable process model 

through process mining promotes process model improvement through analyses of the 

actual process deliveries. Figure 2 presents the three steps of the method proposed, which 

consists in applying process mining techniques, the questionnaire template and 

ontologies. 

 



 

 

 

Figure 2. Approach for process model customization 

 

According to Figure 2, process mining is the first step applied in building the 

customizable process model. This step enables identifying the elements that change, the 

decision points, the alternatives for each decision point, and the requirements attached to 

the alternatives.  Identifying these aspects enables variant enhancements if necessary 

(Rozinat and Van Der Aalst, 2006b), thus improving the process model (Bose and Van 

Der Aalst, 2012; Huang et al., 2013). 

By selecting an alternative at each variation point, the process model is 

customized. So, for the purpose of step 2 in customizing La Rosa’s et al., (2009) 

questionnaire-model approach is proposed. This approach provides guidance for users 

during the configuration process by linking the decision points to questions and the 

alternative answers for the questions to the alternatives to be applied in the variation 

points. Therefore, the knowledge gathered in the first step about the aspects for 

customizing the process model is necessary in order to develop the questionnaire.  

The rules that define the selection of the alternatives for each variation point may 

refer to internal and/or external regulations. As result, these rules may encompass a large 



 

 

amount of information. Therefore, step 3 proposes to build two ontologies for formalizing 

the necessary knowledge to the process model customization. The knowledge about the 

aspects related to the customization of the process model is formalized in one ontology. 

The knowledge about the internal and/or external regulations is formalized in the other 

ontology, which is enriched with the expert knowledge. 

 When the necessary knowledge for process model customization is formalized 

on the ontologies, both are merged into one ontology. As result, all the knowledge for 

customizing the process model is available in the new ontology. However, the reasoning 

relies on the information provided by the user through the questionnaire, which is 

developed when the rules for selecting the variation points and the recommendations are 

identified.  Thus, when the user provides an information (or answers a question), the 

ontology reasoning happens, and the next steps and the related information are presented 

for the user. 

Therefore, the proposed method can be used for providing support to the user, 

which can be a physician or a nurse. In this way, when the information about the patient 

is received, the semantic reasoning happens, and the activities and recommendations are 

proposed to the user. When the user selects an activity, the process model is customized. 

In addition, the user can visualize all the process model as it is customized. This method 

helps the user in selecting the appropriate treatment for the patient and facilitates the user 

to visualize each step and the information related with it. 

Therefore, as the user answers the questionnaire and through the semantic 

reasoning, the user receives recommendations during the process model customization 

enabling to select the appropriate variant. Next sections present a case study for 

customizing the process model regarding the acute ischemic stroke treatment. 



 

 

4.1 Case study description 

Acute ischemic stroke occurs when a part of the brain has the blood supply cut off, which 

can cause damage to the brain cells or even its death. In the last 15 years, the ischaemic 

heart disease and stroke are the principal causes of death in the world. Many patients 

survive to stroke, but many of them present some sequelae, which impacts the quality of 

life, the functional capacity and the health systems. Though, these impacts can be reduced 

by the early recognition the signs of stroke, admission by a specialized stroke unit, among 

others (World Stroke Organization, 2017). 

According to Martins et al., (2012) there are four types of treatment for the acute 

ischemic stroke: intravenous thrombolysis protocol, protocol for intra-arterial 

thrombolysis, protocol for combined thrombolysis (intravenous and intra-arterial) and 

protocol for mechanical thrombolysis. The treatment selection is a complex decision, 

which relies on the patient’s symptoms, the patient’s medical history, the resources 

available at the moment, the internal and external rules, among others. Thus, the process 

model for the ischemic stroke treatment may contain several process variants and its 

selection is not a trivial task. Therefore, the method proposed in this paper provides 

support regarding the process model customization during the acute ischemic stroke 

treatment. 

4.2 Establishing the process model  

The first step corresponds to establishing the process model by analyzing the 

corresponding data logs. To this end, an event log was obtained from a Brazilian hospital 

for acute ischemic stroke treatment. The event log enabled identifying different types of 

information, such as the patient’s personal information (age, gender, medical history), the 

exams performed during the treatment, time of onset of symptoms, time treatment started, 



 

 

among others. Due the complexity of the ischemic stroke treatment, focus was placed on 

one type of treatment, the clot burst drug administration, called intravenous recombinant 

tissue plasminogen activator (rt-PA) (Martins et al., 2012). 

The information contained in the event log provides an understanding of the 

selection of the proper treatment. Despite, there still being missing information about the 

activities undertaken during the treatment delivered to patients.  In this way, a complete 

process model cannot be obtained through event log analysis. Thus, a prescriptive process 

model is proposed for representing several scenarios considering several aspects in 

relation to the intravenous protocol treatment. The prescriptive process model contains 

the activities related to the clinical processes to deliver clinical services (i.e., diagnostic 

procedures) or clinical information (i.e., medical treatment record). Thus, it can be 

considered as a clinical workflow and it should be executed and running in an information 

system. Figure 3 indicates the prescriptive process model was built based on the event 

log, the Brazilian guideline (Oliveira et al., 2012; Martins et al., 2012) developed for acute 

ischemic stroke treatment, and expert knowledge. 

 

 

Figure 3. Aspects for developing the prescriptive process model 

 

The clinical guideline shows how the treatment should be performed according to 

the patient’s symptoms. However, the guideline addresses only the ‘regular’ ischemic 

stroke treatment related situations (Quaglini, 2008). Thus, expert knowledge can enhance 

the prescriptive process model by providing information that is not available in the 



 

 

medical guideline. Experts can also provide an understanding of the hospital rules and 

the sequence of activities during the treatment.  

However, the clinical guidelines are recommendations about specific situations 

related to the patient’s treatment. Thus, it is difficult to build the prescriptive process 

model from the clinical guideline and the expert knowledge. In this way, the process 

model obtained from the event log can be used to build the prescriptive process model by 

adding the knowledge obtained from the clinical guideline and the expert knowledge.  In 

addition, the patient’s medical information and the activities carried out during the 

patient’s treatment were obtained from the event log, which shows the relation between 

the patient’s symptoms and the treatment selected for the patient. 

This approach for building the process model allows identifying possible 

improvements by comparing what is happening during the treatment (event log analysis) 

and what should happen (clinical guideline and expert knowledge). An excerpt of the 

prescriptive process model is depicted in Figure 4. 

 

 

Figure 4 – Excerpt of the prescriptive process model 

 

According to Figure 4, when the intravenous protocol treatment is selected, three 

activities are executed: thrombolytic therapy, check of the patient’s neurological status, 

and of the patient’s blood pressure (Martins et al., 2012). Thus, an event log related to the 



 

 

prescriptive process model is obtained, which allows simulating several possible 

scenarios, identifying the common elements among the variants, as well as any relations 

that may exist among them. 

4.2.1 Obtaining an event log  

An artificial event log can be obtained by means of Coloured Petri Net (CP-net or CPN) 

tools (De Medeiros and Günther, 2005). CPN is a language to model concurrent systems, 

which enables analyzing different scenarios, their properties and their results (Jensen, 

Kristensen and Wells, 2007; Aized, 2009). Based on this, a CP-Net was developed based 

on the prescriptive process model developed previously. 

An excerpt of the developed Colored Petri Net is depicted in Figure 5, which 

contains places (ellipses or circles) marked with tokens, as shown in Figure 5 (place 

A2_4). Attached to each token there is a data value, called the token color. Therefore, the 

number of tokens and token colors on the individual places represent the state of the 

system. In addition, the CPN also contains transitions (rectangular boxes). Both 

transitions and places are connected by means of arcs. 

Code segments (inscriptions) in CPN ML are attached to the transitions for 

supporting the creation of event logs, whenever the CP-net is executed (De Medeiros and 

Günther, 2005; Aized, 2009; CPN Tools, 2017). Results of individual CP-net simulation 

are files in “.cpnxml” format, exported through the ProM Import Framework to a single 

file in “.mxml” format. Files in this format can be analyzed by different tools that support 

several process mining algorithms, such as ProM1 (De Medeiros and Günther, 2005). The 

                                                 

1 Process Mining framework. Process Mining Group, Math&CS department, Eindhoven 

University of Technology, http://www.promtools.org 



 

 

CPN model simulation was run considering 1000 patients. By obtaining the event log, 

process mining can be applied allowing identifying the customizable process model and 

the related process variants. 

 

Figure 5 – Colored petri net 

4.2.2. Extracting process variants 

Process mining allows an event log to be examined under different perspectives. For 

example, the heuristic miner algorithm allows establishing decision points and the 

alternatives available for each one of them.  Heuristic Miner is a discovery algorithm that 

infers and drafts direct graphs according to event frequency and sequence (Fernández-

Llatas et al., 2013). Figure 6 depicts the excerpt of the heuristic mining algorithm. 



 

 

 

Figure 6 – Heuristic mining model for ischemic stroke treatment 

  

Activity ‘Check patient’ in Figure 6 refers to one decision point for which the 

alternatives available are: ‘Stop Infusion’ or ‘Verify infusion time’. However, this 

algorithm cannot be used to identify the rules for following one path instead of another. 

This way, decision-mining analysis can be applied. Decision mining allows discovering 

the properties of individual cases following the same path (Rozinat and Van Der Aalst, 

2006b). As result, the decision miner can identify the three aspects for building a 

customizable process: the decision points, its alternatives and the rules attached to each 

alternative. 

Decision mining is based on the decision tree algorithm J48, enabling pattern 

discovery and analysis in order to build classification models (Quinlan, 2014). Decision 

trees are composed of internal nodes, branches and leaf nodes. Each attribute test is 

represented by the respective internal node, branches represent test outcomes, and leaf 

nodes represent class labels. The root node is the topmost node of the tree. Therefore, a 

rule is found when following a path from the root to a leaf node (Agrawal and Gupta, 

2013). Figure 7 shows the decision tree related to activity ‘Select Treatment’. 



 

 

 

Figure 7 - Decision tree for the variation point ‘Check patient’ 

 

According to the decision tree in Figure 7, if the patient only displays symptoms 

defined as inclusion criteria in the clinical guidelines for ischemic stroke, thrombolysis 

therapy is selected. However, if the patient displays any symptoms defined as exclusion 

criteria, then thrombolysis therapy cannot be performed, and another treatment must be 

selected (Martins et al., 2012). In this case, the decision miner algorithm allowed 

discovery of nine decision points, their alternatives and the rules for selecting the 

available alternatives. Table 1 summarizes these aspects. 

Table 1 - Decision points, alternatives, and rules attached 

Decision points Alternatives Rules 

Select treatment 
Start thrombolysis therapy Only inclusion criteria 

Start another treatment Exclusion and/or inclusion criteria 

Check patient 
Verify end of infusion Haemorrhagic complications 

Stop infusion Without haemorrhagic complications 

Verify end of infusion 

Finalize rt-Pa infusion Time of infusion >= 90 minutes 

Infusion treatment Time of infusion < 90 minutes 

Manage BP (blood 

pressure) 

Monitor changes in blood pressure Normal blood pressure 

Verify if patient has contra-

indication of bb (beta blocker) 
Patient with hypertension 

Provide fluid replacement or 

vasoactive agents 
Patient with hypotension 

Verify if patient has 

contra-indication of bb  

Administrate Metoprolol or 

Esmolol 
Patient has contra indication of bb 

Administrate Sodium 

Nitroprusside 
Patient has not contra indication of bb 

Verify CT scan results 
Restarting infusion No intracranial haemorrhage 

Discontinue infusion Intracranial haemorrhage 



 

 

Verify lab results 

Provide red cell Abnormal haematocrit 

Provide platelets Low platelet count 

Repeat cryo Low fibrinogen 

Provide fresh plasma Abnormal PT or aPTT  

Discontinue infusion 

Monitor neurological status 
No evidence of bleeding in the central 

nervous system 

Request a haematology and a 

neurosurgery appointment 

Evidence of bleeding in the central 

nervous system 

Monitor changes in 

neuro status 

Provide blood products 
Clinical status deterioration after 4 to 6 

hours 

Monitor patient No deterioration of the clinical status 

 

Table 1 presents the necessary information to customize the process model and 

essential for the questionnaire development. The dependency between the decision points 

can also be identified through the decision miner algorithm, as depicted in Figure 8. 

 

Figure 8 – Dependence among variation points  

 

According to Figure 8, the first variation point (VP01) refers to selecting the 

treatment for the patient. The Figure also shows that the second variation point (VP02) 

refers to patient follow up during the infusion. Thus, variation point VP02 is enabled only 

when the therapy selected in variation point VP01 is thrombolysis. Figure 9 shows the 

relations among the decision points. 



 

 

 

Figure 9 – Relations among variations points 

 

According to Figure 9, two types of variation points may be identified. The first 

type, known as mandatory variation point, refers to selecting the process variant. For 

example, decision point VP01 is in reference to selecting the treatment. The second type 

is called optional variation point and is in reference to the execution of specific activities. 

For example, variation point VP05 refers to checking lab results. As can be seen in Figure 

9, the optional variation points are inherited by the variation point defined as mandatory. 

Therefore, when a mandatory variation point is selected, this enables the related optional 

variation points (Bühne, Halmans and Pohl, 2003).  

Understanding the interdependencies among the decision points enables to define 

the order of the questions. This information (Figure 9) and the information related to the 

aspects for process model customization (Table 1) are useful in defining the 

recommendations that should be provided to users during process model customization 

and the process model points for which each recommendation is relevant. This 

information is essential in the next steps with respect to the development of the 

questionnaire and the ontology based on process model customizing aspects. 



 

 

4.3. The questionnaire-model development approach 

The selection of an alternative in the variation points depends on rules. These rules refer 

to specific application context requirements. Thus, users provide the requirements 

necessary to customize the process model. In this way, step 2 shown in Figure 2, refers 

to the development of the questionnaire-model approach for process model 

customization. In this approach, the variation points are connected to the respective 

questions, whose answers refer to the alternatives available for the different variation 

points. Therefore, as users select an alternative for a question, the other alternatives are 

disabled. As result, the process model is customized as users answer the questionnaire. 

The questionnaire-model approach allows facts to be defined as mandatory or 

non-mandatory, i.e., facts that must be input by users or facts that can be set applying 

default values (Hallerbach, Bauer and Reichert, 2010b). In addition, it enables defining 

the order of dependence between facts and questions (see La Rosa et al., 2009). The 

dependence between the variation points (in Figure 9) establishes the order in which the 

questions should be asked to users. So, the decision miner provides the information 

necessary to develop the questionnaire as depicted in Figure 10. 

 

Figure 10 – Using a decision tree to develop the questionnaire-model approach 



 

 

 

Figure 10 shows that decision tree root and branches refer respectively to a 

question and the domain facts in the questionnaire. Therefore, the questionnaire was built 

considering the information related to the decision points, its alternatives, the rules linked 

(Table 1) and the information gathered from the clinical guideline for ischemic stroke. 

Following the development of the questionnaire, the ontologies can then be developed. 

4.4. Semantic reasoning for customizing the process model 

This paper does not intend to build ontologies, but rather focus on deploying ontologies. 

As depicted in the approach shown in Figure 2, two ontologies need to be developed. 

According to Figure 11, one ontology refers to the requirements (internal and/or external) 

in connection with the application context and enhanced with expert knowledge. The 

second ontology refers to the knowledge related to the decision points, their alternatives 

and the rules linked to them. After this, a new ontology is obtained by merging both 

ontologies. 

 

Figure 11 – Ontologies for process model customization 

 



 

 

The process model ontology is developed considering the dependence among the 

variation points (Figure 7) and the information about the variation points (Table 1) as 

follows:  

Table 2 – Using the knowledge from the decision tree to build an ontology 

Elements in the Decision Tree Elements in the Ontology 

Branch Data properties 

Leaf node Classes 

 

Table 2 shows that the decision tree leaf nodes and branches refers, respectively, 

to the classes and the data properties in the ontology. The data properties represent the 

requirements of the application context and are set as ‘true’ or ‘false’ by the user. Figure 

12 shows the relations between variation point ‘Check patient’, which was discovered 

through the decision mining algorithm and the ontology related with the respective 

variation points. Figure 7 shows the decision tree of this variation point. 

Figure 12 (a) shows the variation point ‘Select treatment’, its alternatives and the 

rules for selecting each alternative. If the patient displays only inclusion criteria, 

thrombolysis therapy is selected. However, if the patient displays any exclusion criteria, 

another treatment must be selected. This information is necessary in order to build the 

ontology for the variation points, as shown in Figure 12 (b). The ontology contains a class 

named ‘VP01_Select_Treatment’, which refers to the variation point ‘Select treatment’ 

(Figure 12 (a)). This class has two subclasses, which refer to the alternatives available for 

this variation point called ‘VP01-1_Start_Another_Treatment’ and ‘VP01-

2_Start_Thrombolysis_Therapy’. The requirements for selecting the alternatives in 

Figure 12(a) called ‘Only inclusion criteria’ and ‘Exclusion criteria’ are defined as 

properties in the ontology (Figure 12(c)). 



 

 

 

Figure 12 – Relations between the decision points and the ontology about the decision 

points 

 

The rules for providing users with recommendations are based on the 

requirements for selecting each alternative (Table 1) and the dependence between the 

variation points (Figure 9). Thus, as users select the alternative for a given variation point, 

one or more variation points are enabled and displayed. For example, Figure 12(c) shows 

SWRL rules, stating that thrombolysis therapy is selected when users mark data property 

‘hasInclusionCriteria’ as being True. But, if users set data property 

‘hasExclusionCriteria’ as True, then another treatment is selected. Figure 13 shows the 

ontology before and after the logic step. 

 

 

Figure 13 – Ontology before and after the logic step 



 

 

 

Figure 13(a) shows that data property ‘hasExclusionCriteria’ was set as true since 

the patient (ID 2252) displays symptoms classified as exclusion criteria. As result, the 

logic step shows the selection of another treatment for this patient. On the other side, 

Figure 13(b) refers to the treatment provided for a patient (ID 1012) that only displays 

inclusion criteria. Therefore, data property ‘hasInclusionCriteria’ is set as true, resulting 

in the selection of the thrombolytic therapy. This ontology also shows users the next 

variation point (VP02_Verify_Patient_During_Infusion), enabled by the selection of rt-

PA infusion. This variation point is in connection with checking the patient’s neurological 

status. In case of signs of bleeding, the infusion is interrupted. Otherwise, the nurse or 

physician should check the infusion time, which cannot exceed 90 minutes. The other 

ontology formalizes the knowledge as regards the Brazilian medical guideline for acute 

ischemic stroke. Thus, through this ontology’s rationale, users receive recommendations 

about the best practices for the patient’s treatment, as depicted in Figure 14. 

 

Figure 14 - Recommendations on the patient’s treatment 

 



 

 

Then, both ontologies were merged in Protégé. Merging ontologies means 

unifying ontologies into a single one. Usually, the ontology merged deals with the same 

subject, but the level of generality can change (Pinto, Gómez-Pérez and Martins, 1999). 

After merging the ontologies, correspondences among the ontologies should be 

established and there should be an inconsistency check. In this case, there may a level of 

overlap among some concepts, others may have different names or structure and concepts 

but the same meaning (Noy and Musen, 2000). Figure 15 depicts the resulting ontology.  

 

Figure 15 – Merged ontology for customizing the process model 

 

According to Figure 15, the new ontology contains classes with the same label. 

This means that these classes must be verified. For equivalent classes, a new class is 

created. For example, the ontology contains two classes called ‘Patient’. As result, a new 

class was created called ‘Patient_Profile’. It is also noticeable that the ontology contains 

classes with the same meaning, but represented by different labels, such as 

Intravenous_Thrombolysis_Protocol and VP01-2_Start_Thrombolysis_Therapy. In this 

case, the classes are defined as equivalent.  



 

 

The SWRL rules can also be integrated after merging the ontologies. For example, 

a selection rule for decision point ‘VP02-2_Stop_Infusion’ in the process model 

customization ontology states that this decision point is only selected if the patient 

displays any signs of bleeding. The second ontology contains a set of rules defining the 

symptoms of hemorrhage, such as nausea, sudden increase of blood pressure, among 

others. In this way, both rules can be integrated. So that when one of the hemorrhage 

symptoms is selected, decision point VP02-2_Stop_Infusion is displayed for users. 

Additionally, according to the symptoms selected by users, recommendations can also be 

displayed for the user. Figure 16 shows that by answering the questionnaire and through 

the semantic reasoning, the next variation points and the relevant recommendations are 

displayed to users. 

 

Figure 16 – Customizing the process model by reasoning on the merged ontology 

 

Figure 16(a) shows the user-provided information about the patient with ID 1023, 

such as the patient’s age, symptom onset and symptoms displayed.  Figure 16(b) shows 



 

 

the ontology after the logic step. Given that the patient only displays inclusion criteria, 

the next activities are ‘VP01-2_Start_Thrombolysis_Therapy’ and 

VP02_Verify_Patient_During_Infusion. Treatment-related recommendations can also be 

displayed to users. For example, logic step in Figure 16(b) shows checking the patient’s 

NIHSS score as recommendation. The semantic logic enables building process model. 

Figure 16(c) shows the fragment of the process model that shows that the patient can 

begin thrombolysis therapy. 

Figure 17(a) shows that question 33, refers to identifying whether, during 

thrombolysis therapy, patients display any specific symptoms. If patients do not display 

any hemorrhage symptoms, users must select data property ‘hasNoBleedingSymptoms’ 

as True (according to Figure 17(b)). Then, users must inform how long the patient 

received infusion (Q34). Figure 17(b) shows the infusion time selected by the user as 90 

(minutes). Thus, after the semantic reasoning (Figure 17(c)), the next activity is presented 

to users (‘VP03-1_End_Infusion’). This means that the thrombolysis therapy was 

completely successful, and that the patient must now be monitored. In this way, the 

process variant can be customized as shown in Figure 17(d). 



 

 

 

Figure 17 - Fragment of the resulting process variant after semantic reasoning 

5. Discussion and Conclusions 

Analysis of the existing approaches for customizing process models enables identifying 

some gaps, such as the need for information with respect to aspects for customizing the 

process model and the therapeutic context. There is also a need to display to users the 

expected impact of every selection made while customizing the process model. In this 

way, this paper aims to address these gaps by developing an approach for customizing 

process models by providing decision-making support for users through relevant 



 

 

recommendations, provided during customization.  

The approach proposed is comprised of three steps. In the first step, the decision 

miner algorithm is applied to build the customizable process model. This algorithm 

enables discovering variants as well rules for selecting each one. The second step refers 

to developing the questionnaire that guides the users when customizing process models. 

In the last step, ontologies are applied for customizing the process model. By merging 

ontologies, the relevant knowledge can be used for process model customization. 

Therefore, as users select an alternative in the questionnaire and by applying semantic 

reasoning, they receive recommendations to drive selecting the appropriate process 

variant and, thus, improve the quality of the process. 

This paper presents a case study that applies the approach proposed in acute 

ischemic stroke treatment. However, the proposed method can be used in any type of 

treatment characterized by a large amount of information, decision criteria, restrictions, 

and so on. The selection of the adequate treatment depends on many aspects, resulting in 

existence of several process variants. Therefore, by considering the choices made by 

users, the method can provide recommendations about the appropriate treatment for 

individual patients. Additionally, the method provides recommendations about the best 

practices for the patients’ treatment considering clinical guidelines. As drawback, it is 

necessary to implement an execution engine that processes the resulting BPMN model, 

thus driving the process. However, as benefit this approach can help to decrease errors 

during the patient’s treatment through the recommendations provided for the user.  

According Bilici, Despotou and Arvanitis (2018), approaches for developing 

clinical decision support systems include decision rule models (e.g., Karadimas, 

Ebrahiminia, and Lepage, 2015), documentary models (e.g., Shiffman et al., 2001) or 

process-flow models also known as task-network models (TNMs). Regarding the TNMs 



 

 

models, some of the most known systems are: Guideline Interchange Format version 3 

(GLIF3) (Peleg, Boxwala, Ogunyemi, et al., 2000) aims to create standards in health care 

enabling institutions and information systems to share the guidelines; Asbru (Shahar, 

Miksch, and Johnson, 1998), which consist of skeletal plans that represent the guidelines, 

but provides flexibility for executing specific activities; EON (Tu and Musen, 1999) 

provides recommendations based on the formalized clinical guideline and the patient’s 

information;  GUIDE (Quaglini et al., 2001) integrates the clinical guidelines into 

organizational workflows and applies Petri Nets to test and optimize the workflow model. 

When comparing these systems with the proposed approach, it is possible to note that the 

different systems show to the user the current position in a clinical guideline, but the 

proposed approach gives a step forward by providing to the user a view about the possible 

future activities that could be performed based on the information provided. 

The approach presented in this paper shows that an ontology can be used to 

ensures that the rules for selecting each option in the variation points respects the 

recommendations from the clinical guidelines and expert knowledge. The next step refers 

to the integration of the questionnaire, ontology and the customizable process model, as 

well the automation of the approach, which allows to evaluate the approach. Besides, 

there are other perspectives that must be considered, such as hospital rules. In addition, 

all treatments provided for patients with acute ischemic stroke should be addressed using 

the approach proposed. As future work, the ontology concepts can be connected to 

elements in the process model generating the conditions needed for a process model 

customizing interface.  

Investigating mining algorithms that enable the discovery of the rules linked to 

alternatives at decision points and how to better integrate them in the process mining 

techniques and simulation is also necessary. In addition, a more complete event log 



 

 

should be obtained for applying the approach proposed. The selection of the appropriate 

treatment regarding the acute ischemic stroke has some particularities, which are not 

consider in other types of treatments, such as the time of onset of symptoms. Thus, 

another issue refers to apply the proposed method in other type of treatment, such as the 

breast cancer.  
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